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Policymakers and the public in general have shown intense interest in recent years in issues related to the well-being of children. For example, the 1997 Children’s Health Insurance program, which potentially made millions of new children eligible for public health insurance, was the single largest health insurance coverage expansion of the past 30 years. Debates over crime, the justice system, and access to guns, particularly in the wake of recent school shootings, have especially focused on juvenile crime. The comprehensive tobacco regulation legislation proposed by the Clinton administration in 1998 was aimed primarily at reducing youth smoking. And education policy, in particular questions of school choice and the federal role in regulating education decisions, is a central issue in this year’s presidential elections.

The NBER’s Program on Children aims to take advantage of this growing interest and the expertise among academic economists in issues related to child well-being. It has benefited from an Integrated Research Program Grant from the National Institute of Child Health and Human Development, through which a number of our researchers have found sponsorship for their work. In this report, I summarize the activities of the Program over the past several years. These activities have focused on five broad areas: education, transfer programs, family structure, youth employment, and risky behaviors.

Education

Education is a centerpiece of the work done by members of the Program on Children. They have focused in particular on assessing the benefits to youths from different types of educational interventions, either contemporaneously in terms of test scores or other educational outcomes, or in the long...
run in terms of improved labor market prospects.

A central research question in labor economics is: what is the rate of return to additional years of education? But a fundamental difficulty with answering that question is that years of education are not assigned randomly to individuals but rather are chosen, and these educational choices may be correlated with the individual's underlying ability. Orley C. Ashenfelter and Cecilia E. Rouse attempt to address this issue by using data from a sample of twins to control for underlying differences in ability across families. They confirm that there is a substantial rate of return to an additional year of education, in the form of a 9 percent rise in earnings.¹ Work by John Cawley, James J. Heckman, and Edward Vytlacil implicitly confirms this conclusion, noting that the rising return to education in recent years is not attributable solely to a rising return to ability.²

One way to increase the educational attainment of high school dropouts is through the General Educational Development (GED) degree. But again, one cannot simply compare the outcomes of those with and without GED degrees, because it may be only dropouts with higher ability who go on to take this additional educational step. John H. Tyler, Richard J. Murnane, and John R. Willett take into account variations in state standards for attaining a GED degree; they find substantial returns to a GED degree, including an increase in earnings of 10–19 percent.³ These returns are concentrated in the least able GED recipients.⁴

How might governments improve the quality of a given level of education, and thereby raise the return to any level of attainment? Perhaps they could reduce the number of pupils per teacher in the classroom. Alan B. Krueger evaluates an influential social experiment run by the state of
Tennessee in which some children were assigned randomly to smaller size classrooms. He finds that these children perform significantly better than the other students on exams as youths and are more likely to take (and do well on) college entrance examinations as teens. This effect is particularly large for minority students, with small classes cutting in half the black/white gap in college test taking. Anne Case and Motohiro Yogo similarly find significant benefits of smaller class sizes for blacks in South Africa.

On the other hand, Caroline M. Hoxby notes that real variations in pupil–teacher ratios arise from the natural variation in the population of school-age children; she finds that these class-size variations have no impact on student outcomes. Erik A. Hanushek, John F. Kain, and Steven G. Rivkin conclude that, while smaller classes do appear to provide a modest benefit for lower income children in earlier grades, their effects are small relative to the effects of changing teacher quality. Paying teachers more does not greatly improve teacher quality, though, according to these three economists; the primary determinant of teacher quality appears to be the quality of the student body being instructed. Finally, Joshua D. Angrist and Victor Lavy find that in Israel increasing teacher training induced significant improvements in student achievement and may have been more cost effective than reducing class sizes.

A significant component, perhaps the majority, of the rise in educational spending in recent years has been the special educational resources devoted to disabled students. Hanushek, Kain, and Rivkin find that more spending on special education students significantly improves the outcomes of those students without lowering the outcomes of regular education students. But Julie B. Cullen notes that financial incentives for labeling students as disabled lead to more students being served in special education, suggesting an important trade-off for policy design in this area.

Another contentious area of educational policy has been school choice and the availability of vouchers, which parents can use to pay for an alternative to their local public school. Rouse evaluates a targeted voucher program in Milwaukee and finds that it had positive effects on student mathematics exam scores, but not on their reading scores.

Finally, there is the critical area of higher education. Susan M. Dynarski has studied the impact of educational subsidies paid under the Social Security program on the educational attainment of children of deceased parents. She finds that these substantial grants have led to more college attendance and completion; at standard rates of return to college education, this was a very cost-effective program. But Stephen V. Cameron and James J. Heckman conclude that long-term factors, such as parental income and educational attainment, are most important for determining children’s higher educational attainment. In either case, David Card and Thomas Lemieux confirm that the returns to attending college are large and rising over the past several decades; these returns may be attributable to the falling supply of college graduates, which has not been explained. There are also differential returns, though, to attending the “right” college: Stacey B. Dale and Krueger find that attending a more selective college does not have significant returns in the labor market, but attending a more expensive college does.

Transfer Programs

There are a large number of government transfer programs that affect the well-being of children. Perhaps the most important is the Medicaid program, which provides health insurance to low-income children (and other groups). A substantial body of work that I have reviewed finds that the expansions of the Medicaid program over the 1980s and early 1990s raised Medicaid coverage of children (while lowering, to a lesser extent, their private insurance coverage), increased their health care utilization, and improved their health outcomes. In other work with Janet Currie, I find that Medicaid eligibility increases the intensity with which low-income populations are treated in the hospital. However, eligibility also reduces treatment intensity for middle-income populations who may be dropping their private coverage and moving to Medicaid coverage, which provides lower reimbursement levels to physicians. Leemore Dafny and I find that Medicaid eligibility reduces the incidence of avoidable hospitalizations among youth, presumably by improving their use of preventative care. This conclusion is confirmed by Robert Kaestner, Theodore Joyce, and Andrew Racine, but they find little impact of Medicaid eligibility on self-reported measures of health.

Finally, a major current concern with the Medicaid program is that many children who are eligible for this benefit do not take it up. Currie and Jeffrey Grogger find that as Medicaid eligibility expands there is both more Medicaid coverage and more use of medical care, but that both fall as the welfare system contracts, as it has in recent years. Cash welfare payments represent another transfer program of particular interest to both the research and policy communities. Christina Paxson and Jane Waldfogel find that reductions in welfare benefit levels are associated with increases in child maltreatment.
David J. Zimmerman find no evidence of an association between welfare benefits and child cognitive outcomes, though.24 Robert F. Scheoni and Rebecca M. Blank observe that recent reforms to the welfare system have led to significant reductions in public assistance participation and to increases in family earnings.25 Bruce D. Meyer and Daniel T. Rosenbaum also find that reforms of the welfare system have led to increased labor supply for single mothers, although this represents only a small share of the striking upward trend in the 1990s in work by single mothers. They suggest that expansions in the Earned Income Tax Credit are a much more important explanation for this trend.26

Other studies have focused on related transfer programs targeted to low income populations. Richard B. Freeman and Waldfogel find that the substantial expansions in child support programs across the states over the past two decades have increased awards and receipt of child support significantly, explaining as much as one-fifth of the impressive gains in child support payments over this period.27 Currie and Duncan Thomas have documented substantial gains in test scores from participation in the Head Start preschool program, but these effects appear to fade out quickly for blacks, because of the low quality schools in which they enroll after this intervention.28 Currie and Aaron Yelowitz show that, while public housing projects have substantial disadvantages, they are better than the alternative housing arrangements available to children who receive this entitlement: public housing reduces residential crowding and grade repetition for those children.29

Another major focus of NBER researchers is child care and parental leave policies. Patricia M. Anderson and Levine find that lower prices for child care significantly increase the odds of work among mothers.30 Robert J. Lemke, Ann D. Witte, Magaly Queralt, and Robert Witt conclude that child care subsidies are an important determinant of the work decisions of welfare mothers.31 But Karen Norberg sounds a cautionary note about attempting to measure the effect of child care on youth outcomes: she points out that the mothers of the least able children do not appear to put these children into child care settings. Thus it is difficult to do simple comparisons of the typical child in and out of a child-care setting.32 In related work that focuses on parental leave, Christopher Ruhm finds that, across developed nations, increased access to leave is associated with significant improvements in child health.33

Family Structure

The past several decades have witnessed a remarkable shift in the nature of the American family; a number of NBER researchers have studied the factors relating to this shift and its implications for youth outcomes. One of the most important changes over this period was the increased availability of abortion. A key question raised by this increase is: what would have happened to the children who were instead aborted? Levine, Douglas Staiger, and I examine the characteristics of cohorts born before and after the expanded availability of abortion in the early 1970s and conclude that the children who were not born would have lived in much worse circumstances than the average child, with a higher likelihood of living in poverty or in a household headed by a single female.34

Another key demographic shift that has been studied is the rising incidence of teen motherhood. Somewhat surprisingly, V. Joseph Hotz, Seth G. Sanders, and Susan W. McElroy find that women who become teen mothers do not appear to suffer, in terms of later educational or labor market outcomes, relative to otherwise comparable women whose childbearing is delayed because of miscarriages.35 Furthermore, Angel and Lavy conclude that being born to a teen mother has no impact on childhood disabilities, while it has a sizeable effect on the incidence of grade repetition.36

Finally, family structure has been modified by growth in nontraditional family arrangements. Case, I-Fen Lin, and Sara McLanahan find that children raised in stepfamilies receive less food, for example, than children raised by their biological mothers. This suggests that biological ties to parents may be important for child outcomes.37

Employment

A number of NBER researchers are interested in the determinants and implications of work by youth. Francine D. Blau and Lawrence M. Kahn find that youth employment and wages are higher in Germany than in the United States; these differentials appear to be the result of a much stronger public sector presence in the German labor market.38 David Neumark and William Wascher conclude that higher minimum wages reduce youth employment across developed nations, but this impact is mitigated by labor market flexibilities (such as a youth subminimum wage).39 In terms of implications, Hotz and his co-authors find that, in the United States the net effects of work during the high school years are uncertain and probably modest.40

Risky Behaviors

The pursuit of risky activities by teens — including substance use and abuse (smoking, drinking, using marijuana), criminal activities, unprotected sex, dangerous driving, dropping out of school, poor nutrition, and suicide — is a critical issue for the well-being of children.
Recently, I coordinated a project on these topics entitled *Risky Behavior among Youth: An Economic Analysis.* This project brought together papers that focused on the determinants and implications of risk taking by youth.

The studies in this project presented three important conclusions. First, economic incentives—in the form of prices, regulations, or opportunity costs—are an important determinant of the decision to engage in virtually every risky behavior we studied. For example, Jonathan Zinman and I find that youth smoking is very sensitive to the price of cigarettes, with each 10 percent rise in price leading to a 6.7 percent decline in the incidence of smoking by high school seniors.43 Rosalie L. Pacula and her co-authors conclude that use of marijuana among young people is also fairly price sensitive.44 Steven Levitt and Lance Lochner find that a central determinant of the criminality of youths relative to adults is the stringency of the legal system with respect to youth versus adult crime.45 Thomas S. Dee and William N. Evans observe that mandatory seat belt laws reduce vehicle fatalities among youths by 8–10 percent, and higher minimum legal drinking ages are also associated with significant declines in fatalities.46 Phillip J. Cook and Michael J. Moore find that the legal drinking age is a key determinant of the pattern of drinking among youth, and particularly of binge drinking.47 Levine shows that the incidence of unprotected sex among teens falls with the availability of labor market opportunities for women and the incidence of AIDS.48 Card and Lemieux find that state college tuition policy is an important determinant of the decision to dropout of high school: when state tuition is low, individuals are more likely to complete high school, because the cost of continuing education is reduced.49 And Jay Battcharya and Currie conclude that exposure to free meals in school improves the quality of diet of youth.50

However, economic incentives alone cannot explain much of the dramatic trends over time that we have seen in these risky behaviors. In the 1990s, substance use among youths was rising significantly, with a one-third increase in the rate of smoking and a doubling in the rate of marijuana use. But there were equally significant reductions in youth crime (40 percent) and teen pregnancy (20 percent). There is no simple unifying story to explain these disparate trends, nor do the papers in this volume find a dominant explanatory role for the factors already discussed. Clearly, more work is needed to understand what is driving the striking and inconsistent movements in these indicators of risk taking by youths.

Finally, some of these studies show that there are important long-run implications of youth risk taking. Zinman and I find that higher smoking rates among groups of young people are associated with higher smoking rates by those same groups as adults. We also find that those who faced higher taxes on cigarettes as youths were less likely to smoke in their adult years.51 Similarly, Cook and Moore show that those who faced lower drinking ages as youths are more likely to be binge drinkers as adults.52 Finally, Card and Lemieux find that youths who drop out of school in response to lower unemployment rates do not return later in life to complete their education.53

Conclusions

The work summarized here obviously encompasses a wide range of topics, and this summary does not even include other recent work by Program affiliates on an additional variety of subjects. A common theme throughout these papers is careful attention to making a convincing case for the behavioral effects being documented. This work is on the cutting edge of empirical public finance and labor economics methods that are increasingly able to surmount the traditional problems of sample selection and endogeneity which plagued previous efforts to assess the impact of economic factors on child well being. The result is a convincing set of studies on some of the most important policy questions affecting children today.

The Children’s Program continues to grow and expand its scope. Through projects such as those described above, the members of this Program are forming a strong base of evidence that can both advance economists understanding of the determinants of child well being, and provide an empirical basis for rational policy making for this important population group.

---
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Stock Markets, Behavior, and the Limits of History

William N. Goetzmann*

Like many of my colleagues in financial economics, I have long been fascinated by the dynamics of the stock market. While the highs and lows of the Dow Jones Industrials Index are a topic of constant discussion in the financial press, the underlying forces behind its movements — both in the long and the short term — largely remain a mystery. For example, few scholars have a good explanation for why stock prices on a given day suddenly may be worth 20 percent less than the day before. By the same token, scholars disagree widely over the magnitude of the equity premium — that is, how much investors expect to be compensated for taking stock market risk over the long term. However, despite our lack of understanding of its daily and long-term motivating forces, most of us are willing to invest a substantial portion of our savings in the stock market.

I have conducted much of my research on the stock market in close collaboration with co-authors intrigued by the same questions. In one way or another, our work has been tied closely to the dominant, underlying model of stock market behavior, Brownian motion, otherwise known as the random walk. In simplest terms, we look at what causes the market's apparent Brownian motion, when the market violates the laws of Brownian motion, and what happens when Brownian motion interacts with the forces of history.

Biologist Robert Brown in 1827 first observed through his microscope the curious random dance of suspended pollen particles, but it took nearly a century for science to understand how the movement results from bombardment by unseen molecules. The impact of tiny particles only could be inferred from motion, not observed directly. Until recently, stock market researchers have confronted the same problem. While we can chart the path of the market on a minute-by-minute basis, we rarely observe who buys, who sells, and how demand and supply shocks affect price movements. We have many interesting theories about how the behavior of different investors moves prices, but empirical evidence on the critical link between observable investor decisions and price dynamics is hard to find.

Investor Behavior and the Brownian Price Process

Despite the dearth of direct empirical links between demand and price changes in asset markets, some interesting exceptions exist. For example, when the composition of the widely held S&P 500 Index changes, investment funds that hold the index need to rebalance. It is now well established that on such rebalancing days, the prices of added stocks move up and the prices of deleted stocks move down. This evidence recently led my co-author Massimo Massa and me to ask whether daily shifts in demand by index funds could move the value of the entire S&P 500 Index rather than moving just one stock. In our NBER Working Paper, we document a positive relationship between daily demand shifts by investors in S&P 500 Index funds and broad movements in the stock market. We
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reject the hypothesis that the market causes investor behavior: demand shifts are associated only with late-day price dynamics. However, we find some evidence that market declines cause some panic: the outflows are higher following down days. Curiously, we also find that investors respond to measures of the dispersion of beliefs about the market. Thus, while the stock market process very nearly follows a random walk, its random movements in part reflect aggregate daily decisions about the prospects for the market and uncertainty about those prospects.

Although index fund flows are an interesting special case, Massa, K. Geert Rouwenhorst, and I document dramatic correlations between mutual fund flows across broad asset classes. We find that on days when money flows out of bond funds, it flows into stock funds. In effect, individual investor portfolio decisions are correlated strongly in time, suggesting the existence of an aggregate behavioral structure behind price dynamics. Other investigators offer intriguing current research in this area.

Using individual account data from one large index mutual fund, Massa and I have sought to understand investors’ behavioral differences. We classify investors according to their pattern of response to the market and then examine the relative salience in the demand effects of these investor types over time. We find some evidence suggesting that the marginal investor type shifts over time according to market conditions.

My co-authors and I hope that these three studies represent useful steps towards empirically documenting the direct effect of investor behavior on asset prices. Other research teams also are working with individual account and security data, most notably Brad M. Barber and Terry Odean, Kenneth A. Froot, Paul G. J. O’Connell, and Mark S. Seascholes and Mark Grinblatt and Matti Keloharju. Their research undoubtedly will lead to a more complete understanding of the previously nearly invisible economic forces driving asset price processes.

Brownian Motion and the Limits of History

Almost everything we know about financial markets comes from empirical studies of past data. At the same time, the existence of this data is conditioned on survival, or on the efforts of researchers to reconstruct the past. Continuing the analogy to modern physics, we cannot observe economic data apart from the effects of the observation itself. For example, our measures of the equity risk premium are based on the geometric return of the U.S. stock market from 1926 to the present. Indeed, we are fortunate to have 75 years’ worth of U.S. capital market data on which to base this estimate. If not for the efforts of market researchers such as Alfred Cowles (1939), Lawrence Fisher and James H. Lorie, and Roger G. Ibbotson and Rex Sinquefield, such long-term measures of market return might not even exist.

Yet while history provides rich information about the behavior of capital markets, we only analyze the data that exist. Unfortunately, more often than not, history is written by the winners. The very fact that quantitative data has survived to be analyzed by the econometrician, or is of interest to the current marketplace, may distort the lessons we draw from studying it.

In my 1995 paper with Stephen J. Brown and Stephen A. Ross, we specify stock market dynamics in continuous time as a simple Brownian motion with drift and an absorbing lower bound. Our analysis shows that even very simple forms of market survival can bias inferences about the long-term expected return of the market. The higher the conditioning survival threshold, the greater is the positive bias in ex post equity returns. This analysis led us to a conjecture: could the well-known equity premium puzzle be attributed to the fact that we typically use U.S. data to measure it?

To address this question empirically, Philippe Jorion and I collected monthly returns on 39 of the world’s equity markets over much of the twentieth century. The results surprised us. We find that the United States has the highest uninterrupted real rate of capital appreciation of all countries, at 4.3 percent annually from 1921 to 1996 (excluding dividends, which added an average of more than 2 percent to the yield over the past 50 years). For other countries, the median real appreciation rate was only 0.8 percent. The high return premium obtained for U.S. equities therefore appears to be the exception rather than the rule. The real growth rate of a GDP-weighted world equity market over the period, excluding the U.S. market, was 3.39 percent. That is nearly 1 percent per year lower than the growth rate of the U.S. market. While this difference is not big enough to explain the equity premium puzzle, it does suggest that extrapolating past U.S. stock returns to forecast the future equity premium may be too optimistic.

Our survivorship analysis suggests in general that conditioning on market survival would have the greatest effect on econometric studies of markets that are in particular danger of disappearing. One clear example is emerging markets, defined as equity markets in developing countries. These markets have enjoyed a decade of popularity with U.S. investors because of their potential for high returns and their low correlation to markets in the developed countries. While investors regard most emerging markets as new opportuni-
ties, many of them have a long history of Western investment. As often as not, their recent emergence results from having been submerged at some time in the past. In our 1997 paper, Jorion and I explore the implications of using data on a market only since its last emergence, that is, collecting data in an unbroken string as far back as possible and neglecting earlier periods in the market’s history.

Through simulation and analysis of emerging market histories, we show that statistics about emerging markets may be strongly biased by survival bias and by “sorting” bias. A recently emerged market that has existed for a long time is more likely to be a market with a low expected rate of return. We also verify through simulation that a recently emerged market is likely to have low historical correlation to the market index. This evidence is consistent with the studies by Geert Bekaert and his co-authors on the distinctive statistical characteristics of emerging markets.

The magnitude of the effects of analyzing only market data since emergence is striking. Of 11 emerging markets for which we have pre-emergence data — that is, data from the period before which they are deemed investible by the International Financial Corporation — we find pre-emergence returns to be 1.3 percent per year compared to 23.7 percent per year post-emergence. The implication for investors and researchers alike is that pre-emergence data may tell a very different story about the market. While a natural explanation for the difference between pre-emergence and post-emergence returns may be a fundamental economic shift in the economies of these countries, it would seem prudent to verify such changes in fundamentals before relying solely on post-emergence data for forecasting.

Survival conditioning also may have other effects beyond bias in means. Brown, Ross, and I find that survived series tend to appear more mean-reverting ex post. The intuition for this is straightforward. Economic time series that drift to extremes are less likely to survive than those that return to equilibrium. This issue is particularly relevant to tests of long-term reversion in stock market returns and reversion in dividend yields.

Deviations from Brownian Motion

Much empirical research in financial economics over the past two decades has focused on forecasting the stock market, something that would be impossible if it truly followed a random walk. For example, in broadly cited research, Eugene F. Fama and Kenneth R. French investigate mean reversion in stock price indexes and the forecasting power of dividend yields in the U.S. market since 1926 and find evidence of predictability at multiple year horizons. The problem is that long-horizon price dynamics require very long time series to draw reliable inference. While some scholars, most notably James Stock and Matthew Richardson, have made creative use of econometric procedures to fully exploit the U.S. time-series data, another approach — one that my co-authors and I have taken — is to collect more data from U.S. and global capital market history.

In a 1993 paper, I extend the analysis of long-horizon mean reversion to earlier periods in the New York Stock Exchange (NYSE) and the London Stock Exchange using spliced price series. I find some long-horizon evidence of persistence in the London market. In a 1995 paper, Jorion and I examine U.S. and U.K. dividend yields from 1870 to the present. We find that dividend yields forecast U.K. stock returns from 1926 to the present, although evidence for the United States is weaker. In recent research, Ibbotson, Liang Peng, and construct a monthly database of individual security prices and dividends for the NYSE through much of the nineteenth and twentieth centuries. We use it to test for deviations from the random walk in the U.S. market and find weak evidence of predictability for different subperiods.

In light of survival issues, of course, the availability of long-term U.S. and U.K. data is both a blessing and a curse. While the data represent long and nearly independent samples for testing predictability, they also owe their existence to the success of the markets. For example, much of the predictive power of U.K. dividend yields is associated with the early 1970s, when share prices plunged but yields did not. Was a bet on U.K. stocks at the nadir of the market a good one? Yes, ex post. Was recovery really a certainty for the London market? We will never know. To what extent are positive results on the predictability of dividend yields attributable to the survival of the U.K. market? To address this issue econometrically, Jorion and I use simulations to evaluate the effects of survival on dividend yield regressions and on Dickey-Fuller tests of yield reversion. Survival makes a difference: the coefficients from regressions based on survived markets are biased towards rejection of the null. This result is of potential interest to econometricians working on co-integration, and we hope that closed-form corrections to the problem will emerge.

Conclusion

In 1905, Albert Einstein was awarded a Nobel Prize for his work, which finally solved the puzzle of Brownian motion 78 years after its
discovery. Financial economists have puzzled over the motion of the stock market for nearly a century, and we are nowhere near a complete understanding of the complexities of the process. While Brownian motion is convenient for many practical problems in financial economics, the forces underlying market motion and the long-term implications of the market diffusion process are economically significant for research as well as for investment decisions. Perhaps the difficulty we face is that the asset price process ultimately is driven by people rather than by particles, and our ability to observe it is sometimes an accident of history.


Special Interest Groups and Economic Policy

Gene M. Grossman and Elhanan Helpman*

In the idealized democratic society, economic policy is determined by "one man, one vote." But in all real societies, special interest groups play an important role in the process that determines economic policy. Pressure groups represent relatively narrow interests, for example of peanut farmers, auto workers, or shareholders of firms that produce semiconductors. They also represent broader interests, such as those of retired workers, capital owners, and those with special concerns for the environment.

Hardly a day passes without the media reporting on the activities and influence of special interests. Discussions of campaign finance reform in the United States have focused attention on one important way in which interest groups seek to influence policies: interest groups are contributing ever-larger sums to political campaigns and political parties, apparently to encourage politicians to take positions favorable to their causes and to aid those who do so in their bids for election. Contributions by Political Action Committees to congressional candidates, which in 1975–6 totaled less than $23 million, exceeded $430 million in the 1995–6 electoral cycle. Interest groups also engage in public display, such as the highly visible protests that surrounded the World Trade Organization (WTO) meetings in Seattle and the recent International Monetary Fund and World Bank meetings in Washington, DC. These displays are meant to demonstrate to politicians the strength of the groups' convictions and to educate the public about the policy issues. Less visible but still important are the everyday activities of the legion of lobbyists in Washington, Brussels, and other capital cities. According to the Center for Responsive Politics, the number of registered lobbyists in Washington grew from 14,946 in 1997 to 20,512 in 1999. These lobbyists spend a good portion of their days meeting with elected officials in order to share their alleged expertise and to persuade the policymakers about the worthiness of their causes.

In the early 1990s, we began to study the effects that special interests have on trade policy deliberations and outcomes. Trade is an area where interest groups have been especially visible. Groups representing workers and firms figured prominently in the protection afforded the U.S. steel, auto, textile, and footwear industries in the 1970s and 1980s. Agricultural interests were active and effective in pushing the Common Agriculture Policy of the European Community (now the European Union). Groups representing labor and environmentalists were vociferous in their opposition to the North American Free Trade Agreement, while many business groups lobbied in favor of that agreement. These same groups are joined by still others in the current debate about the future of the WTO.

Although an extensive literature on the political economy of trade policy existed by the time we became interested in the subject — with important contributions from William Brock and Stephen Magee, Robert E. Baldwin, Jagdish Bhagwati, Anne O. Krueger, and Wolfgang Mayer, among others — the prevailing approaches took shortcuts that seemed to obscure important relationships and to limit the purview of the theory and empirics. For example, the framework used often was ill suited to making predictions about the variation in rates of protection, despite the fact that much of the empirical work focused on exactly this sort of evidence.

Our early work on special interest politics focused on campaign contributions (of time and money) as the tool by which interest groups might influence the policy process. In our first paper, we develop an analytical approach that emphasizes the strategic interaction between interest groups and policymakers on the one hand and the strategic interaction among the interest groups on the other. We suggest that trade policies can be viewed as objects "for sale," with the policymaker as seller and special interest groups as buyers. This assumes that the policymaker cares about general welfare and, in this sense, represents the interest of the voters. But, in addition, the policymaker covets political contributions, which can be used to finance a bid for re-election. Our approach endows the policymakers with an objective function that is a weighted sum of aggregate welfare and contributions, thereby rendering them as "common agents" of the special interests. Special interest groups are assumed to represent industry interests in an economic model in which those with (human or physical) capital invested in an industry stand to gain from protection or subsidization.

---
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of their sector.

In the model, every organized interest group makes a bid for influence. These bids take the form of "contribution schedules" that link the amount that a group will contribute to the policymaker to the collection of trade policies that the policymaker adopts. We impose no restriction on the design of these offers, except that no group can contribute negatively. Each group understands that the others also will be bidding for influence and that, ultimately, the policymaker will set trade policies to maximize a political objective function that includes aggregate welfare and aggregate contributions as arguments. The groups design their contributions to maximize the welfare of their members, assuming that other groups will be behaving similarly and that the policymaker is politically motivated.

Using this approach, we can derive a formula for the equilibrium structure of protection in a small country that takes international prices as given. The rate of protection to an industry is the product of two components: the first component, common to all industries in a polity, reflects the weight that the policymaker attaches to aggregate social welfare and the fraction of the population that is represented by an organized interest group. This can be regarded as a summary of the political environment. The second component varies by industry according to its economic characteristics. It implies that more protection will be provided to politically organized industries with a high ratio of output-to-imports and to those industries for which the demand for imports is relatively inelastic.

Our formula stands up well to empirical analysis. Pinelopi K. Goldberg and Giovanni Maggi, using measures of nontariff protection of U.S. industries as their independent variable, have estimated the relationship between the structure of protection and the determinants we identify. They find that the model fits the data, and that other variables usually included in cross-industry regressions of rates of protection add little to the model's explanatory power. According to their estimates, U.S. policymakers appear to place a high weight on aggregate welfare, and most voters are represented by one special interest group or another.

Next, we apply our model to the interaction between large countries. The governments of these countries might either compete or cooperate in setting their trade policies. Our framework captures a "two-level game," to borrow Robert Putnam's terminology. On one level, the interest groups compete for domestic influence. On another level, the governments compete or cooperate in their international relations.

When governments do not cooperate, as arguably was the case in the early postwar years, they set trade policies to promote their domestic special and general interests. Promoting the general interest dictates policies that better the terms of trade. Promoting special interests requires protection of politically powerful industries, as in "Protection for Sale." The outcome is a blend of these two, with each country protecting its industries with inelastic import demands and inelastic foreign export supplies.

Our analysis of the noncooperative equilibrium reveals a motive for international cooperation that does not rely on the benevolence of national governments. A noncooperative equilibrium is not efficient for the various policymakers, inasmuch as each government fails to take account of the political harm it causes the other by not granting market access to the other's export industries. In an international tax negotiation, such as those that have taken place under the auspices of the General Agreement on Tariffs and Trade (now WTO), each government can benefit politically by gaining market access for its politically powerful export industries while granting access to foreign countries whose domestic import-competing interests are not so strong. As before, political strength is determined by a combination of political factors (the weight the government places on social welfare and the fraction of the population that is represented by an organized interest group) and economic factors (the ratio of domestic output-to-trade and the elasticity of import demand or export supply). In fact, the tariff formula derived in "Protection for Sale" gives an exact measure of an industry's political strength. If a group representing an export industry is politically stronger than its counterpart in the importing country, then trade will be relatively unfettered in a politically negotiated trade agreement. If the import-competing interests are stronger, then high trade barriers will persist under an international agreement.

We also study the formation of free trade areas. Interest groups line up for or against such agreements depending on whether they stand to gain or lose. The organized groups that will benefit from an agreement offer contributions to the policymaker that are paid if the agreement comes to pass. Those who will be harmed make their offers contingent on the opposite outcome. In a political-economic equilibrium, a free trade agreement is viable if and only if it garners sufficient political support from those who would gain in all member countries.

One important result from our analysis is that free trade agreements are most likely to be politically viable when they might be socially harmful. A free trade agreement will be socially harmful if it induces a great deal of trade diversion; that is, if the preferential treatment afforded to
members induces the countries to import goods from their partners that could be purchased more cheaply from the outside. When trade diversion occurs, the exporting interests prosper, but the import-competing industry does not suffer. Thus, the prospect of trade diversion generates political support for the agreement from some special interests and little opposition from others. In contrast, social welfare gains require that new trade be created, but that would spell income losses for workers and firms in the import-competing industries. These groups then would be inclined to oppose the agreement. Thus, the political prospects for an agreement that would create trade are surely worse than for those that would mostly divert it.

Our work on the political economy of protection leads us to examine more carefully the relationship between voters, candidates, and special interest groups. In our early analyses, we did not treat voters explicitly; they were only indirectly represented by an assumed concern of the policymaker for aggregate social welfare. In subsequent work, we introduce voters explicitly and allow them to choose between two sets of candidates. These sets are offered by competing political parties each aiming to maximize their share of the vote. The parties have certain policy positions that they regard as inviolable, but others on which they are willing to be more flexible. The parties might choose their positions on the latter set of issues either to appeal to knowledgeable voters or to cater to the special interests that are willing to contribute to their campaigns. Campaign funds are potentially valuable to the political parties because they can be used to purchase advertising that is effective in swaying impressionable voters.

We characterize an equilibrium of a multi-stage political game. First, the many interest groups bid for influence from one or both of the political parties. The bids take the form of contribution schedules that link campaign gifts to the positions adopted by the parties. Next, the parties choose their platforms for the issues on which they can be flexible. Finally, the voters cast their ballots, with the knowledgeable ones voting for the party that offers the most attractive package of policies and the impressionable ones influenced somewhat by the parties’ campaign spending.

Several interesting conclusions emerge from this analysis. First, we find that interest groups typically contribute to both political parties. This is very much in keeping with the evidence for the United States and Israel. Second, the groups rarely give more than the minimum amount needed to exert their influence. Since the offers are used to push the parties toward positions that are unpopular with the average knowledgeable voter, the gift from any one group has no marginal effect on the recipient’s electoral success. In this sense, the groups’ contributions can be seen as motivated only by a desire for influence and not by a desire to help their favorite parties to win more seats. Third, the positions chosen by the parties maximize a weighted average of campaign contributions and the aggregate welfare of knowledgeable voters. Importantly, the voting environment determines the relevant weights. Parties place more weight on social welfare relative to campaign contributions as the fraction of knowledgeable voters increases, as campaign spending on attracting impressionable voters becomes less effective, and as the preferences of the knowledgeable voters become less dispersed in regard to the issues on which the parties’ positions are fixed. Finally, we find that the party whose fixed positions are more popular among voters is more likely than its rival to cater to the special interests.

More recently, we have been studying how interest groups might use their specialized expertise as a tool to influence policy. An interest group is likely to know quite a bit about its particular areas of interest. For example, a group representing the firms in an industry is likely to be well informed about industry conditions, while one representing environmentalists may know a great deal about ecological sciences. Interest groups are a potential source of information for voters and policymakers alike. The groups can advise the voters about the wisdom of different candidates’ positions and can advise the policymakers about what policy approaches would be desirable. But the recipients of the advice must be wary because the group has a stake in the outcome. Our research focuses on what types of statements and actions by interest groups will be credible and how these actions can affect the policy outcomes.

In one paper, we study the issuance of endorsements by special interest groups. Endorsements may be seen as a means by which the leaders of interest groups can communicate with their rank-and-file members and with other voters. An endorsement indicates which of the candidates has a position that better serves the common interests of the group members. This message may be useful to the voters if they are imperfectly informed about the policy issues. There are circumstances in which the ability to issue an endorsement confers a benefit to a special interest group and circumstances in which it does not. If the issue is one of pure distribution, where anything the members gain comes at the expense of voters who are not members of the group, then the endorsement will have no effect on the
candidates' positions or on the outcome of the election. Nonmembers will interpret the endorsement in the same way that members do and realize that the candidate who would better serve the group's interests would be harmful to their own. These voters will be less inclined than otherwise to vote for an endorsed candidate, so the candidates will be wary of being endorsed. But if the policy issue is not one of pure distribution, an endorsement can have real effects. The endorsed candidate will capture a greater share of the votes of interest group members than otherwise, while losing relatively fewer votes among nonmembers. In this event, the candidates will "compete for the endorsement" by adopting positions that cater to the interest group.

Our forthcoming book will discuss other ways that interest groups might use their knowledge of the issues to influence the policy process.11 Among these are attempts at persuasion by lobbyists in one-on-one meetings with policymakers, public information campaigns aimed at the general voter, and resorting to costly displays such as those that took place in Seattle. Our book will also provide an integrated treatment of campaign contributions as a means of policy influence and will incorporate numerous examples of applications to specific policy questions.

4 Actually, all we need is a lower bound on the size of contributions. So, we can allow for negative contributions and think of these as gifts promised to the incumbent policymaker's opponent.
Research on Pensions and Social Security

Alan L. Gustman and Thomas L. Steinmeier*

Pensions and Social Security are fundamental parts of saving. They each account for about a quarter of the $500,000 in total wealth held on average by families approaching retirement age.¹ Pensions have a large effect on retirement incentives as well. A man with a defined benefit (DB) pension plan who works in the year before qualifying for early retirement on average will find his benefits increased by about 60 percent of one year's pay. For a woman, the increase amounts to about one-third of a year's pay.² Accordingly, it is necessary to have accurate measures of pensions and Social Security in order to measure the wealth of those entering retirement, to understand saving and retirement behavior, and to determine the true impact of policies meant to influence saving and retirement.

The Health and Retirement Study

To further our understanding of pensions, Social Security, and their effects, we recently helped to develop and analyze data from the Health and Retirement Study (HRS).³ The HRS, originally fielded in 1992 as a panel survey of 12,652 individuals from households with at least one member born in 1931–41, now has added additional cohorts (age groups) so that it is representative of the U.S. population over the age of 50. Crucial to our work, the HRS has collected pension Summary Plan Descriptions (SPDs) from the employers of two-thirds of those in the original survey who were covered by a pension in 1992. The HRS also collected detailed descriptions of pensions from this group's employers on previous jobs. Also central to our work, 80 percent of the survey respondents granted permission to the HRS to obtain their earnings histories from the Social Security Administration. Social Security records were linked successfully for 95 percent of those granting permission, or 75 percent of the HRS sample.

The HRS cohort is an interesting group to study: they are the group closest to retirement age and the first covered by Social Security to learn that the present value of their benefits will fall below the present value of their taxes paid.⁴ Thus, the HRS data can teach us a great deal about retirement incentives; the relationship of pensions and Social Security to total saving and retirement outcomes; complexities in behavior beyond those incorporated in the simple life-cycle model; and the relationship between pension and Social Security policies and the distribution of benefits plus behavioral outcomes.

Distributions of Pensions, Social Security, Wealth, and Lifetime Earnings

From the HRS data, we have learned a great deal about the distribution of total wealth and its components — including pensions and Social Security — and about how they vary with lifetime earnings, for households and for individuals. Contrary to the general impression, pensions are distributed widely among households. Although only half of the employed individuals in the HRS have a pension, three-fourths of HRS households were covered by a pension at one time, and two-thirds of HRS households own the rights to a pension or pension income. In 1992, pension wealth was worth $191,000 per HRS household with a claim on a pension. Moreover, less than 10 percent of pension wealth has been lost because covered respondents have cashed out their benefits after leaving a pension-covered job.

The share of family wealth held as pensions increases with family lifetime earnings, rising from less than 5 percent of total wealth for those in the bottom 10 percent of lifetime earners, to 30 percent of total wealth for those in the 75th to 95th percentiles of lifetime earners.⁵ Although men hold pensions that are much more valuable than the pensions held by women — for example, at age 55, men hold DB pensions worth $200,000, while women's holdings are $108,000 — the differences are explained largely by differences in earnings. Benefit-earnings ratios are actually higher for women with DB plans than men: for example, at age 60, benefit-earnings ratios are 20 percent for women and 16 percent for men. From age 55 on, the ratio of pension accrual-to-earnings is higher for women than men: for example, at age 60, it is 10 percent higher.⁶

Contrary to the impression left by the progressive Social Security benefit formula, Social Security does not do a very good job of redistributing benefits among families. When families are arrayed by their lifetime earnings, redistribution of benefits amounts to less than half of what is suggested by the progressive benefit formula as applied to individuals. Low-wage earners are primarily women who have worked for fewer years than men have but are married to a spouse with higher earnings; thus they enjoy disproportionately
high spouse and survivor benefits under Social Security. Most of the redistribution among families, therefore, is from families in which both spouses work much of their lives to families in which only one spouse had a long-term commitment to the labor market.

When individuals are ranked according to their earnings, almost 11 percent of total Old-Age and Survivors Insurance (OASI) benefits are redistributed from those with high lifetime earnings to those with low lifetime earnings. When families are ranked according to lifetime earnings, only 5 percent of total benefits paid are redistributed. Further, when households are ranked according to their earnings in years when they are fully committed to the labor market, a little more than 2 percent of total Social Security benefits are redistributed. So, if those currently approaching retirement had a system of privatized accounts instead of benefits determined by the current Social Security formula, there would be little difference in benefit redistribution.

The same mechanism that favors families whose members work under Social Security only part of their lifetimes also favors immigrants. The benefit calculation assumes that in the years before entering this country, the immigrants had no earnings. The mechanism’s effect is to lower the Average Indexed Monthly Earnings (AIME) on which their benefits are based; using the progressive segment of the benefit formula generates benefits that are a higher share of their average yearly earnings than someone born in the United States who had the same average yearly earnings would receive. Simply prorating the benefits of immigrants based on time spent in the United States would reduce their benefits by 7 to 15 percent, saving Social Security an additional $50 billion to $100 billion in present value. Nor is the favorable treatment of immigrants under Social Security justified by differences in income or wealth. Indeed, the current formula favors immigrants with high earnings who have been in the country a relatively short period of time.

The same mechanism that favors the treatment of immigrants and families whose members work only part of their lifetimes also will favor those who would opt out of a voluntary Social Security system, especially during the transition to such a system. But the safeguards that could limit benefits for immigrants could also work during the transition to a voluntary privatized system. One possibility would be to average benefits only for the time the individual has spent in covered employment, and then to reduce the basic benefit by the ratio of years-spent-in-covered-employment-to-total-years-used-in-computing-benefits, for example, the 35 years currently used as the base period when counting AIME.

Pensions Do Not Stand Still

Changes in coverage and plan generosity alone have more than doubled the value of pensions held by older households between 1969 and 1992, increasing the value of pensions by 145 percent. There have also been fundamental changes in other pension characteristics. Most notably, the typical covered worker now is more likely to have a defined contribution (DC) plan, that is, a pension held in the form of an account. Looking at a panel of pensions between 1983 and 1989 alone, we observe that the early retirement date declined by a year, while the generosity of early retirement benefits increased. By 1992, three-fourths of those in the HRS with a DB plan were eligible for early retirement benefits by age 55. Although changes in pensions are exaggerated in cross-sectional comparisons, they are large enough that studies matching plan descriptions to panel data should refresh the pension plan matches periodically. That is, in panel data the pension plan descriptions obtained from employers and matched in a particular year should not be treated as if they remain unchanged in all future years. Moreover, pension plans have changed so sharply over time that those who are now retiring could not have projected the characteristics and values of plans that are currently in force.

Pensions, Social Security, and Saving

We next consider the relationship between total wealth and lifetime earnings, and its implications. Except for those in the bottom decile of the lifetime earnings distribution, the ratio of wealth — including the present value of pensions and Social Security — to lifetime earnings is relatively constant, averaging about 40 percent from the 25th to 95th percentiles of the lifetime earnings distribution. With these wealth-earnings ratios, the majority of those in the HRS are well prepared for their retirement. Annuityizing their wealth on the assumption of a two-thirds joint and survivor annuity, at their expected retirement age, the median nominal replacement rate for HRS households will be 96 percent of final earnings, while the median real replacement rate will be 62 percent of final earnings. Only those with the lowest quarter of replacement rates appear to be in significant trouble.

Because pensions and Social Security are such a large share of wealth, it is natural to ask whether they affect saving. We use the wide variation in pension plans in the HRS to measure substitution with other forms of saving. We find that pensions add to total wealth by at least half the value of the pension, and in most specifications by a good deal.
more. Thus, those with higher pensions do not reduce their holdings of other wealth correspondingly. Although our finding of a constant wealth-to-earnings ratio across much of the lifetime earnings distribution also might be construed as evidence in favor of the simple life-cycle hypothesis, the lack of substitutability between pensions and other forms of wealth suggests a more complicated relationship.

Pensions may be a good substitute for other forms of wealth, but this is not apparent in our regressions; because people with pensions are informed by their employers and others about the need for retirement saving, they save more. But even if those with pensions are better informed about the need for retirement saving than those without pensions, they are still not very well informed about their own pensions. Only half the HRS respondents with linked pension data correctly identify their plan type, and fewer than half identify, within one year, the dates of eligibility for early and normal retirement benefits. Benefit reduction rates essentially are not reported. Respondents do better at reporting pension values, but the unexplained variation is still considerable. Only 40 percent of respondents who knew enough to actually report a value for their pension correctly identified the relatively wide bracket in which their plan value actually falls.

**Pensions, Social Security, and Retirement**

In the HRS panel, we find that 77 percent of the transitions among the different retirement states — retired, partially retired, and not retired — involve continuations in the same state between waves; 17 percent of transitions involve a move from greater to lesser participation; and, more difficult to model, 6 percent of transitions involve a move from a state of lesser to greater labor-force participation.

Comparing retirement outcomes in the HRS data with comparable information from the Old Retirement History Survey (RHS), we find that both full and partial retirement are occurring at much younger ages. Although more than 75 percent of the males in the RHS were working full time at age 60, only 61 percent of the males in the HRS are. The large spike in the population leaving full-time work at age 65 observed in the RHS is reduced by half in the HRS, while the share leaving full-time work at age 62 has almost doubled over time. Of the HRS sample, 22 percent report that they were partially retired at some time in the first four waves of the survey. Changes in pensions clearly appear to have reduced the early retirement age and to have decreased the age at which early retirement actually takes place. Applying structural models of retirement, it seems that changes in pensions and Social Security are capable of explaining about one-fourth of the trend toward earlier retirement observed over the 1970s and 1980s.

However, the puzzles that we find in estimating savings models do not leave us sanguine about applying simple life-cycle models to retirement behavior. Structural retirement models typically assume that saving behavior consistent with a life-cycle model is taking place in the background as respondents make retirement decisions in accordance with the incentives created by pensions and Social Security. But as we have seen, saving behavior does not appear to be fully consistent with the predictions of the life-cycle model. People are poorly informed about crucial features of their pensions. Nor do they substitute pension wealth for other forms of wealth. We also find that workers who are "liquidity constrained" retire later.

Moreover, when we investigate the relationship between retirement and saving in the HRS data, we find other anomalies. A simple life-cycle model suggests that, unless there is a correlation between the tastes for leisure and time preference, the earlier one wants to retire, the more will be saved for retirement. Accordingly, those characteristics associated with earlier retirement also should be associated with higher saving. Yet we find no evidence of such a relationship in the data.

We also find that reduced-form models of retirement that ignore saving are not capable of explaining the spike in retirement at age 62. There is some general confusion about how to value the cost of funds when calculating the future reward to postponed retirement. For example, when calculating the increase in Social Security benefits from working longer, it is often assumed that people value the expected actuarial increase in Social Security benefits. Yet those family members who would benefit from further delaying receipt of Social Security almost uniformly claim their benefits immediately upon retiring. In contrast, unmarried men who should claim their benefits immediately upon retiring have a greater tendency to postpone benefit acceptance. Reduced-form models that relate retirement to measures of Social Security benefit accrual — for example, peak or premium value — predict, counterintuitively, that reducing the Social Security early retirement age will induce more people to retire early.

**An Agenda for Further Research**

To resolve these puzzles, we are extending our structural models of retirement to also model saving. Similarly we are expanding our analyses of family retirement decisions to incorporate household sav-
ing. The HRS is crucial for this analysis because, unlike many other surveys, it provides pension and employment records for both spouses in the household. We also hope to incorporate uncertainty into a dynamic structural model, while integrating the saving and retirement decisions explicitly into the model. Eventually we should be able to explain the complex flows among retirement states observed in the HRS panel. In the process, we also would like to allow for the influence on saving and retirement outcomes of imperfect information and incomplete understanding of the maximization process. This is an ambitious agenda, but one that must be met if we are to understand the effects of pension and Social Security policies into the future. Indeed, we cannot understand the effects of those modifications of Social Security policies that are already in place, such as the extension of the Social Security normal retirement age, or the increase in the delayed retirement credit to 8 percent, without understanding linkages among retirement, saving, and benefit-claiming behavior. Nor can we understand the likely effects of such fundamental policy changes as privatizing Social Security.


A defined benefit plan uses a formula to determine the yearly benefit paid to a retired worker. Typically the amount of the benefit is determined by years of service and final pay.

3 We are co-principal investigators of the Health and Retirement Study. P. Thomas Juster and Robert Willis are the principal investigators. Charles Brown and Olivia S. Mitchell are the co-investigators we have worked with on questions pertaining to retirement, pensions, and Social Security. Under the leadership of Richard Suzman, the HRS has been supported by the National Institute on Aging, with additional support from the Social Security Administration and the Pension Welfare Benefits Administration of the Department of Labor. Our work also has received generous support from these agencies.


5 Ibid.


The Health and Retirement Study is conducting a new employer pension survey now so that researchers can incorporate changes in pension plans made since 1992, as well as provide basic information on the pensions covering the cohort that has been newly added to the survey. The information in the first four paragraphs of this section is from A. L. Gustman and T. L. Steinmeier, "Effects of Pensions on Savings: Analysis with Data from the Health and Retirement Study," Carnegie-Rochester Conference Series, 50 (July 1999), pp. 271–326.


18 A. L. Gustman and T. L. Steinmeier, "Retirement and Wealth," paper presented at Michigan Retirement Research Conference, June 2000. Our findings suggest that those with a stronger taste for leisure may also have higher time preference.

19 Ibid.


21 A. L. Gustman and T. L. Steinmeier, "Retirement in a Family Context: A Structural Model for Husbands and Wives," Journal of Labor Economics, 18 (3) (July 2000), pp. 503–45. We find that coordination of retirement by husbands and wives is not attributable to incentives, but rather to correlation in tastes. Each spouse, and in particular the husband, values retirement more once the other spouse has retired.
Technology and the Stock Market

Boyan Jovanovic*

This article reviews my work on the relationship between technological change and the stock market. My co-authors in this area are Jeremy Greenwood, Bart Hobijn, and Peter L. Rousseau. The papers that we have written so far are listed at the end of this article.

Creative Destruction in the Stock Market

Figure 1 shows that U.S. stock market capitalization has risen relative to GNP by a factor of about 12 over a 113-year period. On the other hand, business debt — bank loans and corporate bonds — begins and ends the period at about 40 percent of GNP, which implies that the debt-equity ratio has fallen by a factor of 12.

Although the long-run shift is out of debt and into equity, in the medium run equity and debt move together, which means that the waves in the stock market are not the result of shifts between the two modes of finance. Figure 1 also shows the official NBER recession dates, which are about as likely to appear when the stock market is low as when the stock market is high relative to GNP.

Can technological progress explain some of the medium-run swings in the stock market? I would argue that a "stock market wave" forms when major invention triggers a process of Schumpeterian creative destruction in technologies, in products, and (most relevant here) in firms. Briefly, what happens is: a new technology signals the end of an era, and the signal is bad news for the stock market incumbents. Large firms — the companies that account for the lion's share of the stock market capitalization — are good at routine innovation and good at improving methods they use and products they sell, but in small ways, a step at a time. The corporation thrives under "business as usual" conditions; in times of change, it is held down by ignorance, outdated training, and the vested interests of its employees. Its stock price then will fall if investors fear that the equipment and techniques it uses soon will be obsolete and that it will resist the new technology. The corporation's very survival may require a major overhaul, and current management may not be up to the task. The market drops until a wave of new entrants causes it to rise again. Inventions such as computers tend to be developed in small, privately held companies. These inventions do not add any value to the stock market until the small companies go public or are acquired. Thus, technological progress destroys values of old firms, and only later leads to stock-market entry and to a boost in productivity and earnings.

The Post-1973 Wave

Greenwood and I argue that the J-shaped post-1973 wave is an example of just such a process. By late 1972, Intel had developed its second computer chip. Within two years there existed affordable personal computers that, in spite of lacking a screen and keyboard, could be used by a capable programmer to do calculations that earlier would have required the use of a mainframe computer with queues, delays, and so forth. Investors thus should have been aware of the potentially rapid progress in computing power. So, while the information technology (IT) revolution was gathering momentum in the 1970s, stock prices fell; some companies went out of business, and some declined. Total market capitalization dropped from 113 percent of GDP in 1968 to 45

* Boyan Jovanovic is an NBER Research Associate in the Program on Productivity and a professor at New York University. His "Profile" appears later in this issue.
percent of GDP in 1974 and remained there for the next ten years. The price-earnings ratio on the S&P 500 Index fell from 19.5 in December 1972 to 7.5 two years later. Stocks that would later gain from the IT boom were not yet quoted; Microsoft, for example, only had its initial public offering (IPO) in 1986, and, as other IT developers started going public and growing in the 1980s, Wall Street surged. By 1996, the market's value was 152 percent of GDP. Older companies, those traded on major stock markets in 1968, accounted for less than one-fifth of the 1981 to 1996 rise in market capitalization.

Hobijn and I offer several reasons why the shock that caused all this was indeed IT, and why, as far back as 1973, the market probably did predict future developments well. First, the hardest-hit stocks in 1973-4 were those in IT-intensive sectors. Services' stocks did worse than many manufacturers. Second, if expectations of an IT boom were to blame for the crash, one would expect households to have saved less in anticipation of higher future incomes. And this is exactly what they did: lower equity wealth should have reduced consumption, but wealth instead was being created in garages and other places that the stock market does not measure; on those grounds consumption should have risen, and it did. Third, the alternative explanations for the post-1973 crash, such as the oil shock and negative surprises to old technologies, are implausible. The oil shock explanation does not make theoretical sense because such shocks should have hit current earnings harder than future earnings, and the capitalization-GNP ratio should have risen, not fallen as it did. Moreover, even in the early 1970s, oil was too small a fraction of costs to have much effect on dividends; what is more, the stocks in oil-intensive sectors were not hit any harder than other stocks. Finally, a negative technological shock does not make sense either. Technological surprises really make sense only when they are positive and about a new technology, like the microprocessor chip. Old technologies are too well understood to produce the sort of negative surprise that would explain a market drop of the magnitude we saw in 1973-4.

The Disciplining Role of M&As

Theory says that the stock market is a good thing because it allows an inefficient firm to be taken over and managed better; that is socially cheaper than forcing the firm out through the entry of more efficient competitors. Figure 2 shows the ratio of the Ibbotson small-cap index to the S&P 500 Index. At high frequencies, we observe what we may have expected: Recessions are worse for small-cap stocks than they are for the S&P 500 Index — in only 3 out of the 12 recessions did the ratio of the two indexes rise. But recessions are uncorrelated with the medium-run shifts, and our interest is in the period immediately following the arrival of the microprocessor. During 1974-82, small-cap stocks outperformed the S&P 500 Index by a factor of nearly four, probably because the larger firms resisted the new technology.

If this signaled an inefficiency on the part of large firms, then theory says that takeovers should have followed. According to the dashed line in Figure 2, this is exactly what happened. As a fraction of GDP, mergers and acquisitions surged in 1980. There followed a wave of hostile takeovers in which a new instrument, the “junk bond,” was an effective financing tool. The large firm has bounced back since the early 1980s. One suspects that the junk bond was a response to the falling valuation of the large firm. More generally, mergers seem to occur after large firms lose value — tests for 1950-96 show the solid line Grainger-causing the dashed line at the 5 percent level. In any event, the junk-bond era dawns in the early 1980s, and it ends in the
Our findings do not support the conventional view of the 1920s as an era of misguided optimism that ended with a crash and depression. Hindsight shows that the New York Stock Exchange firms of the 1920s were somewhat overvalued, but this overvaluation was concentrated among the then-old economy. Moreover, the stock market exit rate was low during the Depression — one does not see an "echo" exit effect in the 1930s following the great wave of entry of the 1920s. The 1920s entrants had staying power. Figure 2 shows that small-cap stocks declined about two or three times as sharply as large-cap stocks, but they recovered slowly, and their recovery was led by the Jazz Age cohort. At the end of it all, the firms that went public between 1918 and 1934 did much better than the adjacent vintages.

Lessons from the Jazz Age

What date in the electrification era corresponds to today? One way to date things is by how far a technology has spread among American households and businesses. Today, roughly 50 percent of households own a personal computer (PC). The corresponding date in the diffusion of electricity was 1924. So, to learn what will happen to the wave of IT upstarts that "IPO'd" in recent years, one can look at what happened to the wave of 1920s entrants, or what Rousseau and I call the "Jazz Age vintage." The 1920s are like the present because both are epochs of widespread adoption of revolutionary technologies: in the 1920s it was electricity and the automobile; today it is the PC and the Internet. The 1920s spawned the secondary wave of electricity-era entrants that brought in the products that the newly electrified factories and households demanded. The new firms issued patents that surged in the teens and 1920s, just as they are surging now.

Figure 3 shows the 1998 worth of eleven vintage portfolios — what each decade-cohort was worth by 1998. The cohort of the 1920s accounts for nearly $1.5 trillion of 1998 stock market value — far more than any decade-cohort before the 1960s. Indeed, the 1920s vintage accounts for almost as much value as the 1970s vintage, even though nearly four times as much was invested in the 1970s (see the dark line — presumably investment in the 1970s was biased towards the pre-1970s vintage firms). The companies that went public in the 1920s were then the New Economy. The Jazz Age firms did very well later in spite of the crash of 1929 and the ensuing Great Depression; that suggests that they were selling good products and using good technologies, qualities that enabled them to ride out the hard times they had to face in their infancy. Indeed, the experience of the 1920s suggests that the survivors among today's Internet cohort will not only make up for the
the answer. The last time we had a sweeping technological transformation was when electricity and the internal combustion engine were commercialized, roughly the 45-year period from 1890–1935. What is the survival record of the Jazz Age stock market entrant, and, to be specific, how long did the pre-1935 companies continue to thrive? Figure 4 tries to answer this question by plotting the share of the stock market that the pre-1935 vintages lost each year. The figure shows that until the early 1970s these companies were losing market share at a rate of only 2.2 percent per year. After 1974, however, the rate of loss jumps to 3.4 percent per year.

The new generations of firms could. The current prosperity should continue until the next big technology arrives. If history were to repeat itself, the next major technology would arrive in the year 2040, and we could expect a decline then in the performance of today’s IT leaders.

The Next Stage: The Transition from Steam to Electricity

The 113 years of U.S. stock market data carry a lot of information, but they still cover just two industrial revolutions — the electricity-diesel era and the IT era — and hence just one transition from an old economy to 1820s, the start of the railway era. These data will tell us more about how the steam engine gave way to electricity and diesel. Rousseau and I are gathering these data now so that we can take an even longer view and learn more about how technology and the financing process interact.


The higher rate of loss probably was caused by the inability of the Jazz Age and earlier vintages to absorb the next major technological wave — the PC and IT — as well as the new. The U.S. stock market is rather thin before 1900 and is dominated by railway stocks. The London stock market was much broader, and we plan to study it as far back as the
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Conferences

Brazil in the 1997-9 Financial Turmoil

The fourth in a series of country-specific meetings of the NBER Project on Exchange Rate Crises in Emerging Market Countries, directed by NBER President Martin Feldstein and Research Associate Jeffrey A. Frankel, both of Harvard University, took place in Cambridge on April 14 and 15. This gathering focused on "Brazil in the 1997-9 Financial Turmoil," and was organized by Eduardo Loyo of Harvard University and Andres Velasco of NBER and New York University. Like earlier NBER meetings on Mexico, Thailand, and Korea, this occasion brought together academics, individuals representing the country, international bankers, and government officials in the hopes of developing an in-depth understanding of Brazil's economic situation.

The two-day meeting was divided into four sessions. In Session 1, a panel consisting of Edmar Bacha, BBA Securities, Gustavo Franco, PUC-Rio, and John Williamson, Institute for International Economics, discussed the events leading up to the crisis. They asked, for example: Was the cause of real appreciation and disinflation actually inflation inertia or nominal appreciation? How does one choose a gradual realignment strategy, as opposed to a prompt realignment, or a totally fixed exchange rate? What are the costs of realigning slowly, both fiscal and in terms of activity? And, what is the perceived benefit of gradual realignment in terms of avoiding a persistent inflation backlash?

In Session 2, the experts discussed the way that the crisis was managed. The panelists were: Luiz Correa do Lago, PUC-Rio; Peter Garber, Deutsche Bank; and Thomas Glaessner, World Bank. This group focused on the following questions: Was the 1998 impact on Brazil an example of pure contagion? Was the G-7 "playing for time" and did it work? How exposed was Brazil to speculative attacks, compared to other crisis countries? Did it stand a better chance of defending the peg with high interest rates? What was the health of the financial system, the public debt problem at the time, capital account freedom, and what was the "narrow exit door" argument? Would a firmer commitment to a peg have avoided the devaluation? Did Brazil fold under overwhelming external pressure or did it invite the attack with its indecisiveness? What have we learned about the value of "preventive" rescue packages?

In Session 3, panelists Eliana Cardoso, the World Bank, Marcio Garcia, PUC-Rio, and Paulo Leme, Goldman Sachs & Co., considered what fiscal retrenchment would have accomplished in Brazil. They asked such questions as: Was it all a fiscal problem? How does fiscal retrenchment relate to domestic absorption, and to the dynamics of public debt? Could fiscal retrenchment have avoided the devaluation? And, how does public debt management proceed under external speculative pressure?

In the fourth session, Suman Bery of the World Bank, Ilan Goldfajn, PUC-Rio, and Nouriel Roubini, NBER and the U.S. Department of Treasury, described the devaluation and subsequent fallout. They asked: Why has pass-through been so small? Why has the contractionary impact of the devaluation been so small? How fast could interest rates be reduced? Was it worth defending the peg for so long? What would have been the outcome of letting go earlier? And, what impact did the devaluation have on the region?

In addition to these sessions, there was an off-the-record after-dinner presentation by Arminio Fraga Neto, Governor of the Central Bank of Brazil. A summary of the other discussions appears on the NBER's web site at www.nber.org/crisis/BrazilSum.
Industrial Organization of Medical Care

Richard Arnould and Kevin M. Hallack

Arnould, Bertrand, and Hallack examine the effect of the competitive pressures introduced by health maintenance organization (HMO) penetration on the labor market for managers in not-for-profit hospitals. Using data on about 1,500 nonprofit hospitals from 1992–6, they find that top executive turnover rises after an increase in HMO penetration. Moreover, the increase in turnover is concentrated among the hospitals that have low levels of economic profitability and are highly leveraged financially. While the link between top executive pay and for-profit performance measures is very weak on average, it tightens with increasing HMO penetration: as HMO penetration increases, top executives are compensated more for improving the profitability of their hospitals. These results are consistent with the view that HMO penetration increases the
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importance of for-profit performance objectives among not-for-profit hospitals. Boards appoint new managers that are better able to compete in the new market environment and they reward incumbent managers for achieving for-profit goals. However, there is no evidence that not-for-profit boards directly reduce the incentive for their top managers to provide high-quality care. If anything, HMO penetration seems to lead hospital boards to encourage more efficiency in the fulfillment of the not-for-profit objectives.

Cutler and Seinfeld first address the impact of chief executive officers (CEOs) on hospital financial performance. Specifically, they ask if hospitals operated by managers with different backgrounds report different net profits, or if CEOs respond to crises in different ways. Their primary measures of managerial background are the educational degree of the highest-ranking executive in the hospital and the quality of the institution from which the degree was obtained. Their results suggest three primary conclusions. First, financial acumen matters. Chief executives with only a B.A. earn lower profits per adjusted admission than chief executives with advanced degrees. This is attributable to higher costs — hospitals run by B.A.s have longer patient stays and more payroll expenses than hospitals run by people with other degrees. In addition, hospitals run by M.D./Ph.D.s have lower profits, probably because of lower revenues. Second, the quality of the educational institution attended matters. Graduates of top ten programs perform significantly better than graduates of non-top ten programs, particularly in cutting costs. Third, Cutler and Seinfeld find that these differences are most pronounced during “good times.” Managerial background is related to performance when HMO enrollment is low. As HMO enrollment increases, the effect of different managerial

background shrinks.

Athey and Stern analyze the productivity of technology and job design in emergency response systems (or 911 systems). The technologies include Basic 911, whereby callers access emergency services using the single phone number 911, and Enhanced 911 (E911), where information technology is used to link automatic caller identification to a detailed database of address and location information. Both basic 911 and E911 may improve the timeliness of emergency response systems. Job design choices involve the use of Emergency Medical Dispatching (EMD), by which call-takers gather medical information, provide medical instructions over the telephone, and prioritize the allocation of ambulance and paramedic services. The authors evaluate the returns to these practices in the context of data from Pennsylvania counties in 1994–6, during that time (in response to statewide legislation), about half of the 67 counties experienced a change in technology, EMD, or both. The authors measure productivity using the health status of cardiac patients upon ambulance arrival, which could be improved by timely response. They also consider is the total hospital charges incurred by the patient, which may incorporate the benefits of precision in ambulance allocation. Their main finding is that E911 improves several health status indicators that are related closely to mortality. Scaled in terms of the probability of death from a cardiac emergency, E911 is associated with at least a 10 percent decrease on the baseline mortality rate (which is itself 7.4 percent). E911 also reduces total charges. The results on EMD are more subtle, though. Although the average benefit of EMD in this sample is negligible, technology adoption is more productive in counties without pre-existing EMD programs, at least for some productivity measures. This latter result suggests that EMD and E911 may be substitutes in providing timely emergency responses to cardiac patients.

Gentry examines the financial decisions of not-for-profit hospitals. These hospitals benefit from special tax rules that allow state authorities to issue tax-exempt bonds on their behalf. Relative to having access only to higher cost taxable debt, this access to tax-exempt debt affects the incentives for the investment and financing choices of not-for-profit hospitals. Hospitals may respond by increasing their investment in physical assets; however, they may also engage in tax arbitrage by using the tax-exempt debt while maintaining endowment assets. In Gentry’s sample of tax (information) returns of not-for-profit hospitals from 1993 to 1995, the results are consistent with substantial tax planning. Of the $53.6 billion in tax-exempt liabilities of hospitals in 1995, as much as $28.1 billion could have been eliminated if hospitals spent their endowments instead of borrowing. Furthermore, after controlling for hospital size (in terms of revenues and operating assets), Gentry finds that endowment assets increase the propensity of not-for-profit hospitals to have tax-exempt liabilities and the amount of these liabilities. In contrast, endowment assets reduce the probability that a not-for-profit hospital has taxable debt; this suggests that the effect is related to the tax status of the debt rather than to the demand for credit.

A patent only protects an innovator from others producing the same product, not from others producing better products under new patents. Therefore, the source of destruction of innovative returns falls into two categories: uncreative destruction following patent expiration and creative destruction by new and superior patents, both before and after patent expiration. Lichtenberg and Philipson attempt to estimate the relative magnitudes of creative and
uncreative destruction in the U.S. pharmaceuticals market. Twenty percent of the drugs approved during 1950-93 were obsolete — no longer on the market — by 1999. The authors estimate that creative destruction, most of which occurs while the drug is under patent, costs the innovator at least as much as uncreative destruction, which cannot occur until the drug is off patent. The reduction in the present discounted value of the innovator’s sales from creative destruction appears to be at least as large as the reduction from uncreative destruction and may be much larger — perhaps twice as large.

Despite the widespread attention paid to the determinants of equilibrium ownership structures and organizational form in private, for-profit firms, there has been much less attention paid to equilibrium choices of not-for-profit versus for-profit status. Hassett and Hubbard examine this choice for firms in the U.S. hospital industry which conforms well to recent theoretical advances stressing the importance of contractual failure in explaining organizational form. In addition, the frequency of conversions among private for-profit, private not-for-profit, and government organizational status allows the authors to empirically examine the key predictions of these theories and to compare those predictions to explanations based on altruistic or tax-related explanations of ownership status. Four principal findings emerge. First, among not-for-profit hospitals, government hospitals have higher relative input use, serve less-well-off markets, and have more bed-days represented by Medicaid patients. Second, consistent with a role for noncontractible quality, not-for-profit hospitals with a relatively high share of revenues devoted to wages are less likely to convert to for-profit status; for-profits tend to acquire not-for-profits in markets in which households have relatively low levels of educational attainment or income. Third, consistent with the noncontractible quality explanation, not-for-profits are more likely to shed not-for-profit status when there is no other government or not-for-profit hospital in the same market. Fourth, other transitions are also broadly consistent with the movement toward an equilibrium distribution of ownership status with variation explained in part by proxies for variation in preferences for noncontractible quality.

Currie and Fahr examine the effects of the penetration of managed care on the provision of charity care by hospitals, using data on all hospital discharges in California between 1988 and 1996. Their estimates suggest that higher managed care penetration rates shift the composition of Medicaid and uninsured patients across public and private hospitals. In response to higher managed care penetration, public hospitals end up with lower shares of Medicaid births and higher shares of uninsured and other Medicaid patients. They also end up with higher fractions of the charity caseload being admitted from the emergency room, which may indicate that the patients are sicker. In contrast, private hospitals reduce the fraction of the charity caseload that is admitted from the emergency room, with the biggest reduction coming in the "other Medicaid" category.

Competition and prospective payment systems (PPS) have been used widely in an attempt to control health care costs. Though much of the increase in medical costs over the past half-century has been concentrated among a few high-cost users of health care, PPS may provide incentives for selectively reducing expenditures on those users relative to low-cost users, and this pressure may be increased by competition. Chung and Meltzer use data on hospital charges and cost-to-charge ratios from California in 1983 and 1994 to examine the effects of competition on costs for high- and low-cost admissions both before and after the establishment of the Medicare Prospective Payment System (MPPS). Comparing persons above and below age 65 before and after the establishment of MPPS, the authors find that competition is associated with increased costs before MPPS in both age groups but with decreased costs afterwards, especially among those above age 65 who had the highest costs. Chung and Meltzer conclude that the combination of competition and PPS may result in incentives to selectively reduce spending among the most expensive patients. This raises important issues about the use of competition and PPS to control costs; it implies at a minimum the need to carefully monitor outcomes for the sickest patients under PPS in competitive environments.

Kessler and McClellan develop new evidence on the effects of hospital ownership and other aspects of hospital market composition on health care productivity. They analyze longitudinal data on nonrural elderly Medicare beneficiaries hospitalized for new heart attacks from 1985 to 1994. Their analysis differs from previous studies in several ways. First, they consider effects on both resource use and health outcomes. Second, they model individual patients’ hospital choices as a function of exogenous patient, area, and hospital characteristics, particularly relative distances. Based on these estimates, the authors construct area-based measures of the “density” of hospitals of different types that depend only on these exogenous characteristics; the authors also include zip code fixed effects. This allows them to avoid the problem of patient selection into different types of hospitals on the basis of unobservable characteristics. It also allows them to examine “spillover” effects of ownership and other hospital characteristics — for example, the effects of
changes in ownership on the behavior of other hospitals in a market. The authors find that spillover effects of ownership are quantitatively important. Moving from essentially no presence of for-profit ownership in a market to any nontrivial presence is associated with significant reductions in hospital expenditures in less competitive markets. The "direct" effect of for-profit ownership appears to be less important, suggesting that within a market, for-profit and not-for-profit behavior is not that different. Greater teaching hospital presence and public hospital presence also have important spillover effects, particularly in less competitive markets. Hospital systems reduce expenditures, particularly in more competitive markets. At all levels of market competition, these differences in market composition generally have limited if any consequences for patient health.

Differences in ownership and other aspects of market composition influence hospital productivity, mainly through spillover effects. Barro undertakes an empirical examination of the Massachusetts hospital market reorganization experience. This paper builds on anecdotal evidence from an earlier case study paper on hospital mergers written with Culter. In this paper, Barro empirically tests the conclusions from the case studies. He finds that consolidation facilitates partial closure through the reduction in the number of hospital beds, but does not lead to a greater likelihood of complete facility closure. The results on bed reduction, as well as results on staff reduction following consolidation, support the consolidation-for-efficiency motivation. In addition, the theory is supported by the fact that consolidations are more likely between pairs that overlap in their markets. However, the most direct implication of that theory — cost reduction — is not found in the data. Correspondingly, the most direct implication of the consolidation for market power hypothesis — revenue increases — also are not found. The evidence most in support of the market power hypothesis is indirect. The empirical results concerning efficiency gains, bed reduction, and market overlap are much weaker in explaining consolidations between hospitals that are farther apart from one another. That suggests a different motivation for those consolidations, which comprise one-third to one-half of all consolidations in Massachusetts.

In what way do for-profit and not-for-profit hospitals differ? Silverman and Skinner consider one dimension, the "upcoding" behavior of hospitals, that is, the shifting of a patient's diagnostic related group (DRG) to one that yields a greater reimbursement from the Medicare system. Upcoding has figured prominently in recent federal lawsuits against for-profit hospitals. More importantly, though, upcoding behavior provides a valuable window into the economic behavior of hospitals. The authors focus on hospital admissions involving pneumonia and respiratory infections; it is often difficult to distinguish between these diagnostic classifications, but the latter pays 50 percent more to the hospital. Between 1989 and 1996, the upcoding index rose from 21 to 33 percent among not-for-profits, but increased from 29 to 51 percent among for-profit hospitals (since then the index has fallen somewhat). There is no detectable difference in health outcomes among these groups. Finally, not-for-profit hospitals operating in heavily for-profit markets behaved much like their for-profit brethren, showing similar degrees of upcoding. In sum, for-profit hospitals were more likely to engage in upcoding and in turn may have influenced upcoding behavior by not-for-profit hospitals.

Advances in medical technology have been identified as a major driver of increases in health care costs, but increases in managed care activity may alter the incentives associated with the acquisition of new technologies and with their use. Baker and Phibbs discuss mechanisms by which managed care could influence the adoption of new technologies. They also empirically examine the relationship between HMO market share and the diffusion of neonatal intensive care, a collection of technologies for the care of high-risk newborns. They find that managed care slowed the adoption of midlevel neonatal intensive care units (NICUs) but did not influence the adoption of the most advanced units. Slowing the adoption of midlevel units should have generated savings and also could have benefited patients, because health outcomes for seriously ill newborns are better in higher-level NICUs and reductions in the availability of midlevel units appear to increase the chance of receiving care in a high-level center. Thus, in this case slowing the adoption of a new technology may unambiguously improve welfare.

Duggan investigates whether the behavior of private not-for-profit hospitals is influenced significantly by the share of competitors that are organized as profit-maximizing firms. He shows that not-for-profits in markets with more for-profit firms provide a smaller share of care to the indigent in their community, but they are also more responsive to financial incentives to treat the indigent. Government-owned hospitals in markets with more for-profit hospitals bore a greater share of the indigent care burden prior to the change in incentives caused by DSH but have since experienced a much greater change in their patient mix.

These papers will be published in the Rand Journal of Economics. In advance of the publication of that journal, most of these papers will be available at "Books in Progress" on the NBER's web site, www.nber.org.
The stochastic discount factor (SDF) method provides an elegant and unified general framework for econometric analysis of linear and nonlinear asset pricing models, including derivative pricing models. But Jagannathan and Wang ask whether the generality of the SDF methodology comes at a cost in estimation efficiency. They show that for linear beta pricing models, the SDF method provides estimates of factor risk premiums that are as precise as those obtained using classical regression methods. In the special case where the mean and variance of the factors are known, though, the common practice of ignoring the implied restrictions on the moments of the factors makes the SDF method substantially less precise than the regression method. However, proper incorporation of relevant restrictions can make the SDF method as asymptotically precise as the classical regression method.

Loewenstein and Willard describe a rational competitive equilibrium for an economy in which some investors’ liquidity needs are uncertain in terms of timing. Apparent arbitrage opportunities, such as convergence trades, exist in this equilibrium. These arbitrages are sure to ultimately produce a profit, but their intermediate marked-to-market valuations are risky. Investors facing liquidity risk optimally do not exploit potential arbitrages, but those who can withstand temporary losses — for example, leveraged hedge funds — exploit arbitrages to a finite scale determined by the endogenous supply of credit. Loewenstein and Willard provide new results pertaining to the significant and sometimes counterintuitive effects of illiquidity on empirical tests.

Recent research in finance has shown the importance of time horizons in models of learning. The dynamics of how agents adjust to ultimately believe that the world around them is stationary may be just as crucial in the convergence to a rational expectations equilibrium as getting parameters and model specifications correct in the learning process. LeBaron explores this evolution in a simple agent-based financial market. His results indicate that, while the simple model structure he uses replicates the usual rational-expectations results with long-horizon agents, evolving a population of both long- and short-horizon agents to only long horizons may be difficult. Furthermore, populations with both long- and short-horizon agents increase the variability of returns and leave patterns in volatility and trading volume that are similar to actual
financial markets.

Duffee, Pedersen, and Singleton construct a model for pricing sovereign debt which accounts for the risks of default and restructuring and for the compensation for illiquidity. Using a new and relatively efficient method, they estimate the model using data on Russian dollar-denominated bonds. The authors consider the determinants of the Russian yield spread; the yield differential across different Russian bonds; and the implications for market integration, relative liquidity, relative expected recovery rates, and implied expectations of different default scenarios.

Piazzesi develops an arbitrage-free time-series model of yields that incorporates central bank policy. The model introduces a class of linear-quadratic jump diffusions as state variables. She uses a special case of this setup to describe U.S. interest rates, the Federal Reserve's target rate, and key macroeconomic aggregates. The U.S. application captures: 1) target-rate moves on Federal Open Market Committee (FOMC) meeting days, 2) "exceptional" policy moves outside of FOMC meetings, and 3) releases of macroeconomic news that are likely to affect future Federal Reserve actions. To fit the model, she extends the simulated maximum-likelihood estimation to allow for jump diffusions. Introducing the target rate as a fourth, observable factor into a framework with three latent factors is a tractable way of improving the overall term-structure fit, especially at short maturities. A policy inertia factor influences the conditional probability of changes in the target. Fed policy is linked to the increased volatility of yields on FOMC meeting and release days and to the observed "snake-shaped" term structure of yield volatility.

Using pooled cross-sectional data from the 1962–3, 1983, 1989, 1992, and 1995 Surveys of Consumer Finance and panel data from TIAA-CREF, Ameriks and Zeldes examine the relationship between age and portfolio choice and especially between age and the fraction of wealth held in the stock market. They illustrate and discuss the importance of the well-known identification problem that prevents unrestricted estimation of age, time, and cohort effects in longitudinal data. Ameriks and Zeldes also document three important features of household portfolio behavior: significant nonstock ownership, wide-ranging heterogeneity in allocation choices, and the infrequency of active portfolio allocation changes. By including age and time effects (but excluding cohort effects), they show that equity ownership has a hump-shaped pattern with age, while equity shares conditional on ownership are nearly constant across age groups. Including age and cohort effects (but excluding time effects) shows that equity portfolio shares increase strongly with age. Following the same individuals over time, the authors find that almost half of the sample members made no active changes to their portfolio allocations over the nine-year sample period; the vast majority of those who did make changes increased their allocations to equity as they aged.

Kremer and Mehta examine the effect of reduced transactions costs in the international trading of assets on the ability of governments to issue debt. In their model, governments care about the welfare of their citizens and thus are more inclined to default if debt is held largely by foreigners. Reductions in transactions costs make it easier for domestic citizens to share risk by selling debt to foreigners. This may increase tendencies for governments to default and thus raise the cost of credit and reduce welfare. Kremer and Mehta find that even in the absence of transactions costs, there may be a home bias in the placement of government debt; in the presence of default risk, the return on government debt is correlated with the tax burden required to pay the debt. Asset inequality may reduce this home bias and, by increasing foreign ownership, increase incentives for default. Finally, if foreign creditors are less risk averse than domestic creditors, there may be one equilibrium in which domestic creditors hold the asset and default risk is low and another in which foreign creditors hold the asset and default risk is high.

Brav, Constantinides, and Geety analyze household consumption of nondurables and services, as reconstructed from the Consumer Expenditure Survey database. They observe that the estimated co-efficient of relative risk aversion for the representative household decreases, and the estimated unexplained mean equity premium decreases, as infra-marginal asset holders are eliminated from the sample. These results provide evidence of limited capital market participation. The estimated unexplained mean equity premium decreases when the assumption of complete consumption insurance is relaxed. The estimated correlation between the equity premium and the cross-sectional variance of the households' consumption growth is negative, as required, if the relaxation of market completeness is to contribute towards the explanation of the premium. The overall evidence from asset prices in favor of relaxing the assumption of complete consumption insurance is weak. An extensive Monte Carlo investigation highlights the relationship between the economic implications of limited participation and the resulting statistical properties of commonly used test statistics. The simulation results provide direct evidence relating observation error in consumption to the resulting small sample properties of the test statistics.
The impact of corporate income taxes on the location decisions of firms is a frequent subject of discussion. While there has been some evidence of personal income tax competition between the Swiss states (canton), little information has been available on the impact of differences between cantons in corporate income taxes on the location decisions of businesses within Switzerland. Using a panel dataset of the 26 Swiss cantons from 1984 to 1997, Feld and Kirchgasser present econometric evidence on the influence of corporate income taxes on the location of firms and on cantonal employment. They show that corporate income taxes deter firms with above average rates of return from locating in a canton and reducing cantonal employment.

Keuschnigg and Nielsen study the effects of tax policy on venture capital activity. In their model, entrepreneurs pursue their own single high-risk project but have no resources of their own. Financiers provide equity finance. In addition to providing equity finance, venture capitalists assist with valuable business advice to enhance survival rates. This paper investigates the effects of taxes on the equilibrium level of entrepreneurship and managerial advice. The authors consider differential wage and capital income taxes, a comprehensive income tax, incomplete loss offset, progressive taxation, and investment and output subsidies to the entrepreneurial sector.

The literature on the behavior of multinational corporations (MNCs) tends to focus on a limited range of financial flows between foreign affiliates and parents. In the standard model, the MNC chooses between direct dividend distributions to the
parent and further real investment in the foreign affiliate. However, real investment in the foreign affiliate is only one of many alternatives to direct dividend repatriations. The MNC can engage in a variety of other strategies that have the effect of achieving the equivalent of repatriation without incurring the home country tax on direct repatriations of low-tax income. Altshuler and Grubert explore several of these strategies. They show how the availability of different strategies can have an effect on real investment both for a low-tax subsidiary and throughout a worldwide corporation. Using firm-level data for U.S. MNCs and their affiliates, they conclude that controlled foreign corporations that face high repatriation taxes make larger investments in related affiliates and send a greater share of their dividends to other foreign affiliates. In addition, those corporations pay off more local debt as they accumulate retained earnings.

Altshuler and Hubbard examine the effects of the Tax Reform Act of 1986 on the international location decisions of U.S. financial services firms. Among other changes, the act made it substantially more difficult for U.S. MNCs to defer U.S. taxes on overseas financial services income. The same rule changes were not applied to other forms of income, though. In particular, income generated from active manufacturing operations was still eligible for deferral after the act was passed. Using information from the tax returns of U.S. corporations for 1984, 1992, and 1994, Altshuler and Hubbard find that, before the 1986 act, the location of assets in financial subsidiaries responded to differences in host-country effective tax rates across jurisdictions. After the act, however, differences in host-country effective tax rates no longer explained the distribution of assets held in financial services subsidiaries abroad. At the same time, the assets held in manufacturing subsidiaries became more sensitive to variations in effective tax rates over time. Taken together, these results suggest that the tightening of the antidiffusion provisions applicable to financial services companies has been successful in neutralizing the effect of host country income taxes on the investment location decisions of financial firms.

Engen and Gale provide a new econometric specification and new evidence on the impact of 401(k) plans on household wealth. Allowing the impact of 401(k)s to vary over both time and earnings groups, and including the impact of 401(k)s on wealth, wealth-earnings ratios, and the natural logs of these values, their specification generalizes earlier work in the literature. Using data from the Survey of Income and Program Participation, they show that the impact of 401(k)s on wealth varies significantly by earnings level; 401(k)s held by groups with low earnings or low saving in other forms are more likely to represent net wealth than 401(k)s held by high-earners or high-saving groups; and, between 0 and 30 percent of 401(k) balances represent net additions to saving.

Poterba and Sanwich explore the relationship between household marginal income tax rates, the set of assets that households own, and the portfolio shares accounted for by each of these assets. They use data from the 1983, 1989, 1992, and 1995 Surveys of Consumer Finances and develop a new algorithm for imputing federal marginal tax rates to households in these surveys. They find that a household's marginal tax rate has an important effect on its asset allocation decisions. The probability that a household owns tax-advantaged assets is related strongly to its tax rate on ordinary income. In addition, the amount of investment through tax-deferred accounts, such as 401(k) plans and Individual Retirement Accounts, is an increasing function of the household's marginal tax rate. Holdings of corporate stock—which is taxed less heavily than interest-bearing assets—and of tax-exempt bonds also increase along with the household's marginal tax rate. Holdings of heavily taxed assets, such as corporate bonds and interest-bearing accounts, decline as a share of wealth as the household's marginal tax rate increases.

Huizinga and Nielsen consider withholding taxes and information exchange as alternatives for taxing international interest income. For each regime, they consider the maximum level of taxation of foreign-source income that can be sustained as the equilibrium of a repeated game. The "best" regime is the one that brings the level of taxation in the repeated game closest to the cooperative level of interest taxation. Sustainable levels of taxation in either regime depend, among other things, on the importance of bank profits and on the marginal cost of public funds. There also is an explicit possibility of the emergence of a mixed regime, with one country imposing a withholding tax and the other country providing information. The authors' basic model is extended to allow for size differences between the two countries and to incorporate a third, outside country.

Few important issues in corporate or public finance have remained unsettled for as long as the related questions of how corporations finance their new investment projects and how taxes affect their investment decisions. In particular, there is a long-standing controversy over the extent to which taxes on dividends affect investment. To address these issues, Auerbach and Hassett find evidence that dividends do respond to investment and cash flow for the nonfinancial corporate sector as a
whole. They also find that this dividend pattern varies according to firm characteristics that relate to capital market access. These results suggest that the impact of taxation may vary across firms of different types.

Gehrig shows that capital income taxation does affect information aggregation in frictions markets. He provides conditions under which a tax increase raises or reduces the transparency of prices and market depth. Gehrig shows that tax policies incorporate implicit subsidies or taxes on informed traders and hedgers. A welfare assessment of capital income taxes thus has to explicitly consider the differential effects of capital income taxes on investors with different degrees of proprietary information.

In many OECD (Organization for Economic Cooperation and Development) countries, statutory corporate tax rates are lower than personal income tax rates. Fuest, Huber, and Nielsen suggest that this tax rate differentiation is optimal if there are problems of asymmetric information between investors and firms in the capital market. The reduction of the corporate tax rate below the personal tax rate encourages equity financing and thus mitigates the excessive use of debt financing induced by asymmetric information. This theoretical result stands in marked contrast to the traditional view of corporate taxation and corporate finance theory, according to which there is a tax disadvantage to equity financing. However, more recent empirical evidence on this issue is in line with the authors' result.

These papers will be published in an upcoming issue of the Journal of Public Economics. In advance of publication of the journal, these papers are available at "Books in Progress" on the NBER's web site, www.nber.org.

Frontiers in Health Policy Research

The literature on the health economics of smoking presents two principal facts: that smoking increases health care costs and that restrictions on smoking lead to reductions in smoking prevalence and intensity. Moore and Hughes extend the literature and ask whether cigarette tax increases lead to lower health care costs. Using data from the 1991 and 1993 National Health Interview Surveys, they find that the health care benefits of smoking cessation are greater than previously believed. There is also weak evidence that tax increases lead to higher rates of smoking cessation. In combination, these results suggest that, in addition to providing a source for funding excess health care costs, tax increases may lower health care costs directly by inducing smokers to quit.

Picone and Sloan use data from four waves of the Health and Retirement Study to assess the impact of smoking on use of hospital and physicians' services and nursing home care. They limit their analysis to people aged 51 to 67 ("near elderly"); during this phase of the life cycle, many adverse effects of smoking, measured in terms of mortality and morbidity, begin to occur. In contrast to past studies, this one separates the health expenditure burden.
of smoking by the type of health insurer, since smokers are more likely to be on public insurance and to be uninsured (holding a large number of other determinants of coverage constant). Picone and Sloan find that the net effect of smoking on expenditures for health care services is positive for this age cohort. The relative burden of cost is highly dependent on age.

Lakdawalla and Philipson develop a framework for understanding how economic forces govern the demand for and supply of long-term care, and how they affect the prevalence of public subsidies for long-term care. The authors argue that aging may actually lower the demand for market care by increasing the supply of family care-givers (which substitute for market care). This idea appears to explain important trends in the output of long-term care over the past 30 years. In addition, the authors document the extent to which public financing has grown over the past several decades in response to increased demand for nursing home care. They argue that by raising the private price of nursing-home care, the growth in demand provides incentives for people to qualify for public assistance and thus expands the share of public output.

Drawing from a 20 percent sample of Medicare claims for decedents and a 5 percent sample of claims from survivors, Bernato, Garber, McClellan, and Kagay study the use of 45 intensive procedures among Medicare beneficiaries in 1985, 1990, and 1995. Each of the procedures was performed more frequently among decedents than survivors, and the relative growth in the utilization of all 45 procedures combined outpaced the growth in survivors. Expenditures associated with hospitalizations in which these 45 intensive procedures were performed grew faster than overall inpatient expenditures over time. This is consistent with the shift of less intensive procedures to outpatient settings. This trend in increasing intensity of treatment among Medicare recipients contributes to growth in expenditures that outpaces changes in demographics and the incidence of disease. Furthermore, the relative increases in intensity of care among decedents over survivors may explain why the increased use of less expensive services — such as hospice and home health care for some decedents — has failed to slow the growth rate of expenditures at the end of life below the growth rate for the rest of Medicare beneficiaries.

Berndt, Busch, and Frank compare three major approaches to constructing price indexes for the treatment of depression: the methods used by the Bureau of Labor Statistics (BLS); an approach based on episodes of treatment which uses adherence to treatment guidelines as an indicator of outcome; and an episodes-based approach that incorporates information on expected treatment outcomes from the literature and expert clinical opinion. Their findings highlight the differences in results produced using the episodes-and outcome-based methods versus the service-based approach of the BLS. The BLS method shows a rising price index for depression treatment between 1991 and 1996 while the episodes-based approaches show a declining price index for treatment of depression.

These papers and their discussion will be published by the MIT Press in an annual: *Frontiers in Health Policy Research, Volume 4*. In advance of publication, these papers will be available at “Books in Progress” on the NBER's Web site, www.nber.org.
Aghion, Bacchetta, and Banerjee present a simple model of currency crises that is driven by the interplay between the credit constraints of private domestic firms and the existence of nominal price rigidities. The possibility of multiple equilibriums, including a "currency crisis equilibrium" with low output and a depreciated domestic currency, results from the following: if nominal prices are "sticky," a currency depreciation will lead to an increase in the foreign currency debt-repayment obligations of firms, and thus to a drop in their profits. In a credit-constrained economy, this reduces firms' borrowing capacity, and therefore investment and output. This in turn reduces the demand for the domestic currency and leads to a further depreciation. Aghion, Bacchetta, and Banerjee examine the impact of productivity, fiscal, and expectational shocks. They then analyze the optimal monetary policy regarding currency crises. The authors argue that currency crises can occur under both fixed and flexible exchange-rate regimes since the primary source of crises is the deteriorating balance sheet of private firms.

Currency crises that coincide with banking crises tend to share at least two elements: governments provide guarantees to domestic and foreign bank creditors; and banks do not hedge their exchange rate risk. Burnside, Eichenbaum, and Rebelo study banks' incentives to hedge exchange rate risk when government guarantees are available to foreign lenders. The authors show that guarantees completely eliminate banks' incentives to hedge the risk of a devaluation. Their model articulates one reason why governments might be tempted to provide guarantees to bank creditors: guarantees lower the domestic interest rate and lead to a boom in economic activity. But this boom comes at the cost of a more fragile banking system. In the event of a devaluation, banks renege on foreign debts and declare bankruptcy.
Davis, Willen, and Nalewaik develop and implement a framework for quantifying the gains to international trade in risky financial assets. They show that standard theory with full participation in the asset market implies enormous gains to trade when asset returns are calibrated to observed risk premiums. This gains-to-trade puzzle is closely related to, but distinct from, the equity-premium puzzle. While very high risk aversion rationalizes the equity premium in standard models, it merely alters the form of the gains-to-trade puzzle. In contrast, limited participation in asset markets can simultaneously address the equity premium and the gains-to-trade puzzles. The authors identify three reasons for limited international risk sharing. First, the requirement that asset markets span the space of national output shocks fails in a serious way. Second, for many countries the cost of using financial assets to hedge national output shocks greatly exceeds the benefits. Third, limited participation reduces the feasible gains from international risk sharing.

Gali, Gertler, and Lopez-Salido provide evidence on the fit of the New Phillips Curve (NPC) for the Euro area over the period 1970–98. They use the NPC as a tool to compare the characteristics of European versus U.S. inflation dynamics. They also analyze the factors underlying inflation inertia by examining the cyclical behavior of marginal costs, labor productivity, and real wages. Some of their findings can be summarized as follows: 1) the NPC fits Euro-area data very well, possibly better than it fits the U.S. data; 2) the degree of price stickiness implied by the estimates is substantial but in line with survey evidence and U.S. estimates; 3) inflation dynamics in the Euro area appear to have a stronger forward-looking component (that is, less inertia) than in the United States; 4) labor market frictions, as manifested in the behavior of the wage markup, appear to have played a key role in shaping the behavior of marginal costs and, consequently, inflation in Europe.

Tarkka and Mayes analyze whether Central Banks should publish their macroeconomic forecasts and what could be gained in monetary policy if they did. They show that disclosing a Central Bank's assessment of the prevailing inflationary pressures in the form of a forecast improves macroeconomic performance, even if this assessment is imprecise. This is because it makes policy more predictable. Tarkka and Mayes also investigate what the useful content of the forecasts is if they are published, and whether it makes a difference if these official forecasts are "unconditional" — in the sense of incorporating the Central Bank's forecasts of its own policy as well — or "conditional" on some other policy assumption. The analysis comes out in favor of publishing unconditional forecasts, which reveal the intended results of monetary policy.

Storessleton and Yaron investigate the welfare costs of business cycles in an economy with heterogeneous agents with finite lives. These agents face uninsurable labor risk which is correlated countercyclically with aggregate productivity shocks. The authors find large welfare gains from eliminating business-cycle fluctuations. Almost all of those gains are attributable to eliminating business-cycle variations in the variance of idiosyncratic risk. The direct effects of simply smoothing aggregate productivity shocks, or the general equilibrium effects associated with changes in aggregate savings and prices, are very small. Storessleton and Yaron also find that the average welfare gain is actually smaller in this type of economy than in a similar economy in which agents are infinitely lived. However, the distribution of welfare gains is highly sensitive to age and the composition of wealth.

Eaton and Kortum develop a model of trade and growth in which advances in technology are embodied in capital. Although technological innovations are highly concentrated in a few advanced countries, the benefits of better technology are distributed more evenly around the world because of the export of capital goods. The authors use the model to confront data on production and trade in capital goods and on the variation in prices of capital goods around the world. They also examine the extent to which barriers to trade in capital goods can explain productivity differences.

What are the cyclical properties of U.S. state and local government fiscal policies, Sorensen, Wu, and Yoshia ask. The budget surpluses of local, and in particular state, governments are procyclical for both short- and medium-term horizons. Such surpluses are the result of strongly procyclical revenues and weakly procyclical expenditures. The budget surpluses of trust funds and utilities are also procyclical. This holds true whether aggregate (U.S.-wide) fluctuations are controlled for or not. Federal grants to state and local governments also are procyclical, but this is because of aggregate fluctuations. Federal grants are actually countercyclical with respect to state-level fluctuations. The cyclical patterns of state and local budget surpluses are affected by various political institutions: for example, budget surpluses are less procyclical in conservative states or in states with stringent balanced budget rules. Finally, there is no direct evidence that state and local off-budget accounts are more procyclical where balanced budget rules are tighter.

These papers and discussions will be published in a special edition of the European Economic Review. In advance of the publication of the journal, most of the papers will be available at "Books in Progress" on the NBER's Web site, www.nber.org.
NBER Conference in Shanghai

The third annual NBER–CCER Conference, jointly sponsored by the National Bureau of Economic Research and the China Center for Economic Research at Peking University, took place in Shanghai on July 2 and 3. This year’s conference focused on financial reforms in China. The topics for the conference sessions were: Macro and Currency Crises; Stock Markets and Banks; Exchange Rate Management around the World; Portfolio and Direct Investment in Emerging Markets; Banks and Venture Capital; Real Estate and Insurance; and Fundamental Issues in China’s Reform.

In addition to these presentations and discussions, a visit to Zhouzhuang Village and Township Village Enterprise rounded out the two-day program. U.S. participants at this year’s conference were: NBER President Martin Feldstein of Harvard University, one of the organizers, and NBER Research Associates Michael Dooley, University of California, Santa Cruz, R. Glenn Hubbard, Columbia University, William N. Goetzmann, Yale University, Robert Lipsey, Queens College (New York), Andrew Samwick, Dartmouth College, Linda Tesar, University of Michigan, and Shang-Jin Wei, Harvard University. Randall K. Morck, University of Alberta (Canada) also participated.

The entire conference program with links to other related information is available on the NBER’s web site at www.nber.org/china.

---

Bureau News

Mullainathan is 2000/1 Griliches Fellow

Sendhil Mullainathan, an NBER Faculty Research Fellow in the Labor Studies and Corporate Finance Programs and the Mark Hyman, Jr. Career Development Associate Professor of Economics at MIT, has been selected to receive the first Zvi Griliches Fellowship at the NBER for the academic year 2000/1. This fellowship, which will be awarded every two years, was created and funded by friends and colleagues of Professor Griliches to honor his memory and his tradition of mentoring young empirical economists.

Mullainathan plans to spend the coming year working on the financial behavior of firms in developing countries and on psychology and economics. In development and finance, he will empirically explore whether elusive phenomena such as transparency and tunneling can be reliably measured and, if so, test whether various policy changes have affected their prevalence. In psychology and economics, he will explore a model of “categorical thinking,” in which information is processed only coarsely and where decisionmakers categorize the objects of inference (workers, firms, and so on) into broad units rather than making fine distinctions between them. He will also test this model’s empirical implications for asset pricing and discrimination in labor markets.

Mullainathan received his B.A. from Cornell University in 1993 and his Ph.D. from Harvard University in 1998. He has been at the economics department at MIT since 1998.
Conley and Rangel show that decentralized institutions have an advantage over centralized institutions in the provision of durable public goods (DPGs). The key feature of DPGs is that they generate intergenerational spillovers. Conley and Rangel show, based solely on intergenerational effects, that decentralization does better even with no sorting effects, because all of the agents have the same preferences over public goods. Their results imply that the level of government at which a particular DPG should be allocated depends on the interplay of three forces: intergenerational spillovers, sorting effects, and interjurisdictional externalities. If the intergenerational component is dominant, DPGs should be allocated at the local level. If the interjurisdictional externalities are strong enough, they should be allocated at the central level.

How much does the current social security system really redistribute from rich to poor? Coronado, Fullerton, and Glass proceed to answer the question in seven steps. First, they classify individuals by annual income and use Gini coefficients, finding that Social Security is highly progressive. Second, they reclassify individuals on the basis of lifetime income and find that Social Security is less progressive. Third, the authors remove the cap on measured earnings and find that Social Security is even less progressive. Fourth, they switch from actual to potential lifetime earnings (the present value of the wage rate times 4,000 hours each year). This measure captures the value of leisure and home production, so that those out of the labor force are less poor, and net payments to them are less progressive. Fifth, the authors assign to each married individual half of the couple’s income. The low-wage spouse is then not so poor, and Social Security becomes even less progressive. Sixth, they incorporate mortality probabilities that differ by potential lifetime income. Since the rich live longer and collect benefits longer, Social Security is no longer progressive at all. Finally, Coronado, Fullerton, and Glass increase the discount rate from 2 to 4 percent, which puts relatively more weight on the earlier-but-regressive payroll tax and less weight on the later-but-progressive benefit schedule. The whole Social Security system is then found to be regressive.

Gruber and Lettau investigate the impact of tax subsidies on the firm’s decision to offer health insurance and on firm spending on that insurance. They use microdata underlying the Employee Compensation Index, which matches very high-quality compensation data with information on a sample of workers in the firm. Gruber and Lettau find overall that offering insurance is modestly elastic with respect to aftertax prices (elasticity of -0.3), but that insurance spending is highly elastic with respect to tax subsidies (elasticity of
The elasticity of offering insurance is driven solely by small firms, whose elasticity is -0.7, but spending on insurance is more elastic in large firms. Gruber and Lettau also show how the aggregation of worker preferences determines decisions about providing benefits. In particular, they find evidence of a median voter model of benefits determination, along with some additional influence for the most highly compensated workers in the firm.

Using a new specification, Bradford, Schlieckert, and Shore re-analyze the data on worldwide environmental quality investigated by Gene M. Grossman and Alan B. Krueger in a well-known paper on the environmental Kuznets curve (which postulates an inverse U-shaped relationship between income level and pollution). The new specification enables the authors to draw conclusions from fixed effects estimation. In general, they find support for the environmental Kuznets curve for some pollutants and for its rejection in other cases.

Do we underinvest in education? One way to answer this question is to compare the expected returns to education to the returns on assets of comparable risk. Judd argues that the usual practice of comparing the return to education to equity investments is incorrect. Under optimal contracting, the correct private risk premium for idiosyncratic risk is zero, the same as the social cost of idiosyncratic risk. Combining his results with conventional wisdom indicates that the correct hurdle rate is substantially less than the expected return to equity, perhaps down to that of gold.

Using the Panel Study of Income Dynamics for 1979–92, Gentry and Hubbard incorporate various effects of the income tax system in their empirical estimations of the probability that people will enter self-employment. The level of the marginal tax rate does not affect entry into self-employment in a consistent manner across specifications, but progressive marginal tax rates on the whole discourage entry into self-employment. The effects of the convexity of the tax schedule on entrepreneurial entry are rather large. For example, Gentry and Hubbard estimate that the Omnibus Budget Reconciliation Act of 1993, which raised the top marginal tax rate, lowered the probability of entry into self-employment for upper-middle-class households by about 20 percent.

Sinai and Gyourko examine how asset prices adjusted to the capital gains tax cut in the Taxpayer Relief Act of 1997 (TRA97). By comparing two organizational structures in the real estate industry that differ only in how they should be affected by a change in capital gains tax rates, the authors are able to isolate the effect of the tax cut from industry trends and firm-level heterogeneity. In real estate, the benefit of a capital gains tax deferral accrued mainly to the buyer of an appreciated property; much of the value of the subsidy was capitalized into asset prices. Using share price data, Sinai and Gyourko find that on average real estate firms called “UPREITs,” whose tax subsidy was reduced in TRA97, had 14 percent less price appreciation in 1997 relative to 1996 than companies known as “REITs,” which had no tax change. Firms that appeared likely to be purchasers of property — and thus received the benefit from the tax subsidy before it was cut — were the only ones that had share prices that declined. In addition, those firms did not experience any relative movement in share prices during the previous year when capital gains tax rates did not change. Sinai and Gyourko also find that prices for new acquisitions rose for UPREITs relative to REITs after TRA97.
Suppose that there are two modes of travel from point A to point B — road and rail — which are not perfect substitutes. Road congestion from A to B is underpriced; this distortion is unalterable. To respond to congestion, should the transportation planner choose a wider or narrower road, raise or lower the rail fare, and expand or contract rail capacity? Arnott and Yan review the literature on this problem and present some new results. Almost all existing work employs local analysis, examining how the second-best policy variables respond to an incremental increase in the road toll. However, such an analysis demands too much information to be useful in practical, quantitative terms. Thus future theoretical research should be redirected towards global analysis: deriving policy rules whose implementation demands less information.

Different pulp and paper plants spend different amounts on pollution abatement and achieve different levels of pollution reduction. Shadbegian, Gray, and Levy ask whether the allocation of pollution abatement expenditures is spatially efficient. That is, do plants with higher benefits from abatement spend proportionately more on it than plants with lower benefits? Combining plant-level Census Bureau data on pollution abatement expenditures with measures of pollution abatement benefits at those plants, and examining water and air pollution abatement costs and benefits separately, the authors find that the benefits from pollution abatement on average outweigh the costs. This is particularly true for air pollution control. Shadbegian, Gray, and Levy also find that the abatement costs at a plant are significantly positively related to abatement benefits for that plant. However, costs are less sensitive to benefits than would be expected if the only regulatory goal were spatial efficiency.

Using an intertemporal numerical general equilibrium model of the United States, Bovenberg and Goulder examine how efficiency costs change when CO2 abatement policies (such as carbon taxes) include features that neutralize adverse impacts on energy industries. The authors find that avoiding adverse impacts on profits and equity values in fossil fuel industries involves a relatively small efficiency cost. That is because CO2 abatement policies have the potential to generate revenues that are very large relative to the potential loss of profit. By enabling firms to retain a small fraction of these potential revenues, the government can protect firms' profits and equity values. If the government either grandfathered a small percentage of CO2 emissions permits or exempted a small fraction of emissions from the base of a carbon tax, the results would be a small sacrifice of potential government revenue. Because the revenue sacrifice is small, the efficiency cost is also small. Bovenberg and Goulder further find that offsetting producers' carbon tax payments on a dollar-for-dollar basis (through cuts in corporate tax rates, for example) substantially overcompensates firms, raising profits and equity values significantly relative to the unregulated situation. This is because producers can shift onto consumers most of the burden from a carbon tax.
The percent of firms paying cash dividends fell from 66.5 in 1978 to 20.7 in 1998. Fama and French suggest that this decline is attributable in part to the changing characteristics of publicly traded firms. The population of publicly traded firms is composed increasingly of small firms with low profitability and strong growth opportunities; these characteristics are typical of firms that have never paid dividends. Even after controlling for these characteristics, Fama and French show that firms are becoming less likely to pay dividends. This lower propensity to pay is at least as important as changing characteristics in the declining incidence of dividend payers.

Hart and Moore develop a model of hierarchies based on the allocation of authority. A firm’s owners have ultimate authority over a firm’s decisions, but they have limited capacity or desire to exercise this authority. Hence, owners may defer to subordinates. However, these subordinates also have limited capacity or desire to exercise authority, so they may defer to their subordinates. Hart and Moore analyze the optimal chain of command given that different agents have different tasks: some agents are engaged in coordination and others in specialization. The authors’ theory throws light on the nature of hierarchy, the optimal degree of decentralization, and firm boundaries.

Durmev, Morck, and Yeung show that industries with larger firm-specific variation in stock prices grow faster, adjust faster, allocate capital with greater precision, add more value, and use more external financing. These findings support the view that greater firm-specific variation in stock prices reflects the capitalization in stock prices of higher intensity firm-specific information and is associated with better firm-specific capital allocation. The authors propose that higher firm-specific price variation may be one indicator of greater functional-form market efficiency, in the sense of Tobin (1982).

Stein assesses different organizational forms in terms of their ability to generate information about investment projects and efficiently allocate capital to these projects. A decentralized approach — with small, single-manager firms — is most attractive when information about individual projects is “soft” and cannot be transmitted credibly. Holding firm size fixed, soft information also favors flatter organizations with fewer layers of management. In contrast, large hierarchical firms with multiple layers of management are at a comparative advantage when information can be “hardened” costlessly and passed along within the hierarchy. As a concrete application of the theory, Stein discusses the consequences of consolidation in the banking industry. When large banks acquire small banks, there is a pronounced decline in lending to small businesses. To the extent that small-business lending relies heavily on soft information, this result is consistent with the theory.

La Porta, Lopez-de-Silanes, and Shleifer investigate a neglected aspect of financial systems of many countries around the world: government ownership of banks. They
assemble data that establish four findings. First, government ownership of banks is large and pervasive around the world. Second, such ownership is particularly significant in countries with low levels of per capita income, underdeveloped financial systems, interventionist and inefficient governments, and poor protection of property rights. Third, government ownership of banks is associated with slower subsequent financial development. Finally, government ownership of banks is associated with lower subsequent growth of per capita income and, in particular, with lower growth of productivity rather than slower factor accumulation. This evidence is inconsistent with the optimistic “development” theories of government ownership of banks common in the 1960s, but supports the more recent “political” theories of the effects of government ownership of firms. Aghion, Bolton, and Tirole characterize optimal security design in the context of a corporate financing problem with monitoring and demand for liquidity. Optimal incentives to efficiently monitor the firm dictate that investments and compensation contracts be illiquid. But the liquidity premium on illiquid investments may be so high that it might be efficient to trade optimal incentives for greater liquidity. Building on the fundamental complementarity between speculative monitoring (which increases the informativeness of prices) and active monitoring (which is enhanced when investments are more liquid), Aghion, Bolton, and Tirole then spell out the conditions on the underlying parameters under which more or less liquidity is warranted. Finally, the authors apply the model to the analysis of common exit provisions in venture capital financing.
information that was available to policymakers in real time from 1965 to 1993. He then performs counterfactual simulations under alternative assumptions about the knowledge that policymakers likely had about the state of the economy when they made policy decisions. His results overturn findings favoring activist policies in favor of prudent policies that ignore short-run stabilization concerns. The evidence suggests that the primary underlying cause of the 1970s’ inflation was misperceptions of the economy’s productive capacity. Further, apparent differences in the framework governing monetary policy decisions during the 1970s as compared to the more recent past have been greatly exaggerated, he concludes.

Bullard and Mitra study macroeconomic systems with forward-looking private sector agents and a monetary authority that is trying to control the economy through the use of a linear policy feedback rule. A natural question about this scenario is: will policy responses that are too aggressive actually destabilize the economy? Using stability under recursive learning as a criterion for evaluating monetary policy rules in this context, Bullard and Mitra find that considering learning substantially alters the evaluation of alternative policy rules. In some situations, overly aggressive rules indeed can destabilize the economies that they model. They also find that a certain type of rule is robustly associated with both determinacy and “learnability”: an active, Taylor-type rule, with only a small positive reaction to variables other than inflation.

Zbaracki, Ritson, Levy, Dutta, and Bergen study a large U.S.-based industrial manufacturer and its customers. Using field interviews, nonparticipant observations, and analysis of corporate communications, data, and records used in the price change process, they show that the costs of price adjustment are much more complex than previously has been believed. They identify three types of managerial costs — information gathering, decisionmaking, and communication costs — and two types of customer costs — communication, and negotiation costs. They find that the managerial costs of price adjustment are more than six times, and the customer costs more than 20 times, the actual physical costs associated with changing prices. In dollar terms, the authors’ estimate that the total annual cost of price adjustment for this manufacturer in 1997 was $1,233,245. Of this amount, 3.3 percent is the physical cost of changing prices, 22.7 percent is the managerial cost, and the remaining 74 percent is the customer cost. In relative terms, these costs of price adjustment comprise 1.23 percent of the company’s revenue and 20.3 percent of the company’s net margin. Each price change costs between $2.47 and $12.33. The authors’ evidence suggests that many managerial and customer dimensions of the costs of price adjustment are convex — that is, they increase with the size of the price change — while many of the physical costs are nonconvex.

Fratantoni and Schuh quantify the importance of heterogeneity in regional housing markets for the conduct of monetary policy. Their model integrates a national financial market with regional housing markets, imposing all exact aggregation conditions. Monetary policy is transmitted to the real economy through the mortgage rate. The effect of monetary policy on the real economy depends on the extent and nature of regional heterogeneity, both of which vary over time. Using longitudinal data for specific U.S. regions, the authors estimate the effects of time variation and state dependence on the dynamic responses of their model. These estimates, and aggregation bias, provide plausible and tangible explanations for “long and variable” lags in monetary policy.

Gross and Souleles use a unique new dataset on credit card accounts to analyze how people respond to changes in credit supply. The data consist of a panel of several hundred thousand individual credit card accounts from several different card issuers with associated credit bureau data included. These accounts were followed monthly for two to three years. The authors find that increases in credit limits generate an immediate and significant rise in debt. This response is sharpest for people starting near their credit limit, showing that liquidity constraints are binding. However, even people starting well below their credit limit respond significantly. There are other results that conventional models cannot easily explain though, such as the fact that many credit card borrowers simultaneously hold other low-yielding assets. Unlike most other studies, this paper shows strong effects from changes in account-specific interest rates. Debt is particularly sensitive to large declines in interest rates, which can explain the widespread use of "teaser rates." The long-run elasticity of debt to the interest rate is about -1.3. Less than half of this elasticity represents balance-switching across cards, with most of it reflecting net changes total borrowing. Overall, the results imply that the consumer plays a potentially important role in the transmission of monetary policy and other credit shocks.

Over 60 percent of U.S. households with credit cards are currently borrowing on those cards (that is, paying interest). Laibson, Repetto, and Tobacman attempt to reconcile this high rate of credit card borrowing with observed levels of life-cycle wealth accumulation. They simulate a life-cycle model with five proper-
ties that create demand for credit card borrowing: 1) their calibrated labor income path follows a trajectory that is upward sloping early in life; 2) their income path has transitory shocks; 3) they introduce an illiquid asset that will attract substantial investment, but cannot be used to smooth transitory income shocks; 4) they give consumers the opportunity to declare bankruptcy, making credit card borrowing less costly; and 5) their simulated households have relatively more dependents early in the life cycle. The authors' calibrated model predicts that 20 percent of the population will borrow on their credit card at any point in time, far less than the observed rate of over 60 percent. The resolution to this puzzle is hyperbolic time preferences: simulated hyperbolic consumers borrow actively in the revolving credit card market and accumulate relatively large stocks of illiquid wealth, matching observed data.

**Higher Education**

Jeffrey Groen and Michelle J. White examine the divergence of interest between universities and state governments concerning standards for admitting in-state versus out-of-state students. Considering both public and private universities, the authors find that both favor in-state students in admissions. They also find that states gain more in expected future tax revenues when marginal in-state students, rather than marginal out-of-state students, are admitted to public universities. That is because in-state students' higher probability of locating in the state after attending a university there offsets their lower future state tax payments. Finally, the authors investigate whether states gain when very high ability students attend public universities. They find instead that states are better off when public universities are not highly selective, and when public universities restrict admission of out-of-state students, even those of high ability.

**Groen and White** examine the divergence of interest between universities and state governments concerning standards for admitting in-state versus out-of-state students. Considering both public and private universities, the authors find that both favor in-state students in admissions. They also find that states gain more in expected future tax revenues when marginal in-state students, rather than marginal out-of-state students, are admitted to public universities. That is because in-state students' higher probability of locating in the state after attending a university there offsets their lower future state tax payments. Finally, the authors investigate whether states gain when very high ability students attend public universities. They find instead that states are better off when public universities are not highly selective, and when public universities restrict admission of out-of-state students, even those of high ability.**

**Ehrenberg, Cheslock, and Epifantseva** use information on the changes in compensation and turnover of presidents of private universities and colleges to try to infer the factors that trustees of academic institutions value. Data on presidents' salaries and benefits have been published in the *Chronicle of Higher Education* for approximately 400 private institutions for academic years 1992–3 through 1996–7. The authors merge these data with information about the characteristics of the presidents, such as age and experience, obtained from surveys conducted by the American Council on Education and from the presidents' entries published in *Who's Who in America*. Data on various performance measures of the institution — such as endowment growth, research fund-
ing growth, student test score changes, and changes in published rankings obtained from a variety of sources — are also taken into account. The authors' models are very successful at predicting presidents' compensation levels, but the preliminary findings do not strongly support the notion that changes in presidents' compensation are related to observed measures of institutional performance.

Sacerdote measures peer effects among college-age roommates. He finds that among Dartmouth College freshmen roommates and dormmates, who are randomly assigned, peer effects help to determine levels of academic effort and such social decisions as whether to join a fraternity. In other major life decisions, such as the choice of college major, residential peer effects are markedly absent. Peer effects on GPA occur at the individual room level, whereas peer effects on fraternity membership occur at both the room and dorm level, Sacerdote finds. Also, freshmen with high social ability are likely to remain with their roommates in their sophomore year, but freshmen with high academic ability are less likely to keep their roommates.

Both college- and government-sponsored financial-aid programs for students now focus more on merit than on need. However, there is little empirical evidence on the distributional effects of merit-based aid — that is, who benefits most. Singell and Jones use data for a large public university over several years and show that merit-based aid increases the likelihood of enrollment for all students. Well-to-do students benefit disproportionately, though, even with merit held constant. These findings also are supported by a natural experiment that substantially increased merit-based aid. Thus, the increased emphasis on merit in college financial aid may exacerbate the trend toward greater income inequality in the United States, even among students of equal merit.

Do universities view earmarking of federal funds as merely a result of pork-barrel politics or as another means of obtaining federal funding which may be less expensive than seeking it through the peer-review method of allocation? To analyze this issue, Payne creates a dataset that combines measures on earmarked allocations to universities, total federal research funding distributed to universities, the number of articles published and citations to articles published, and the relationship between membership on the congressional appropriations committees and universities. She finds that earmarked funding goes primarily to the research and doctoral universities that already receive a large portion of total federal research funding. However, earmarked funding is done through agencies that are not as heavily engaged in distributing peer-reviewed funding as other agencies. Second, the link between a member on the appropriations committees in Congress and affiliation with the university receiving the earmarked funding is not as strong as may be believed. After Payne controls for differences across universities, the effect of representation in Congress on predicting whether a university receives earmarked funding diminishes. Third, the effect of earmarked funding on articles published and citations per article published is unclear. However, the effect of total federal research funding on citations per article published is lower for those universities that received several years of earmarked funding than for those with no or few years of earmarked funding.

Why do African Americans, who share similar socioeconomic backgrounds, have such different college enrollment rates by gender? For over 20 years, black women have had much higher college enrollment rates and degree attainment rates than black men. The gender gap is partially explained by different high school graduation rates for black men and women. However, the gap in college enrollments is much larger than the gap in high school graduation rates. To answer the question, Constantine and Perna use the National Educational Longitudinal Study of 1988 eighth graders, which includes data on schooling and work histories of respondents through 1994, and controls for characteristics that are likely to affect high school persistence and college enrollment, such as test scores in eighth and tenth grade. In addition to test scores and the like, though, the authors take into account measures of "social capital," that is, high school and community characteristics that influence persistence through high school and college enrollment. Their preliminary results indicate that black women are more likely than black men to enroll in a two- or four-year institution upon graduating from high school. The authors break this difference in probability of enrollment into the portion explained by characteristics (other than simply being female) and the portion explained by the effect of those characteristics on an individual's probability of enrollment. All of the difference in four-year college enrollment can be explained by differences in characteristics that lead to higher probabilities of enrollment, the authors find. However, the difference in two-year college enrollment cannot be explained by differences in characteristics.
Barberis and Huang study equilibrium asset prices in a model in which investors are loss averse. They consider two possibilities, corresponding to assumptions about how people do mental accounting and how they evaluate their investment performance. In one case, investors track their performance stock by stock and are loss averse in terms of individual stock fluctuations. In the other case, investors measure their performance at the portfolio level and are loss averse only about portfolio fluctuations. The authors find that loss aversion in regard to individual stock fluctuations is helpful for explaining a wide range of empirical facts. In simulated data, individual stock returns have a high mean and excess volatility, and are slightly predictable over time; moreover, there are large “value” and “size” premiums in the cross-section. The case where investors are loss averse over portfolio fluctuations, although normatively more appealing, is less successful in explaining the facts: individual returns are not volatile enough and are too correlated, while the premiums for value and size largely disappear.

Many people believe in the “law of small numbers,” exaggerating the degree to which a small sample resembles the population from which it is drawn. To model this, Rabin assumes that a person exaggerates the likelihood that a short sequence of signals resembles the long-run rate at which those signals are generated. That person believes in the gambler's fallacy, thinking that early draws of one signal increase the odds of subsequently drawing other signals. When uncertain about the rate, the person infers too much from short sequences of signals and is prone to thinking that the rate is more extreme than it is. When people make inferences about the frequency at which rates are generated by different sources — such as the distribution of talent among financial analysts — based on a few observations from each source, they tend to exaggerate how much the rates vary. Hence, Rabin's model predicts that people may pay for financial advice from “experts” whose expertise is entirely illusory. Swaminathan and Lee show that both intermediate-term momentum and long-term price reversal are linked to the release of specific public news about a firm’s earnings. The authors also show that glamour winners — positive surprise firms with a sequence of past positive earnings surprises, higher past trading volume, and low book-to-market ratios — exhibit faster price reversals. Value losers — whose characteristics are the opposite of glamour winners — also exhibit faster price reversals. In other words, the post-earnings announcement drift is attenuated when the most recent signal confirms the older signal, and vice versa. Overall, the evidence suggests a price formation process in which the market systematically underreacts to recent news and overreacts to longer-term (older) news.

Brav and Heaton compare two competing theories of financial anomalies: “behavioral” theories relying on investor irrationality and rational “structural uncertainty” theories relying on investor uncertainty about the structure of the economic environment. Each relaxes the traditional rational expectations theory in a certain way. However, the resulting theories are virtually indistinguishable empirically, although their implications differ radically. Given the
mathematical and predictive similarities of the theories, the authors argue that attention should probably shift from the behavioral-rational debate toward a greater (and perhaps less philosophical) focus on investor concern with structural uncertainty.

In the last decade, an emerging body of empirical literature examining self-selected corporate news events makes the observation that markets appear to underreact. In this paper, Ikenberry and Ramnath revisit the issue of underreaction by focusing on the simplest of corporate transactions: the stock split. Using a matched-control firm approach, the authors find abnormal returns of 9 percent in the year following the stock-split announcement for a recent sample of cases. They then examine how earnings expectations are revised subsequent to this type of news event. If the positive drift reported in this study and elsewhere is attributable to benchmark problems, then one might not expect to find surprising results with respect to revisions in earnings expectations. Yet this is not the case. Instead, revisions in earnings forecasts are just as sluggish as stock prices. This gradual revision in earnings expectations explains a significant portion of the drift in abnormal returns. At least with respect to this most simple of news events, it would indeed appear that markets underreact to news.

Using a sample of daily net flows to nearly 1,000 U.S. mutual funds over a year and a half, Goetzmann, Massa, and Rouwenhorst identify a set of systematic factors that explain a significant amount of the variation in those flows. The authors find that flows into equity funds — both domestic and international — are negatively correlated with flows into money market funds and precious metals funds. This suggests that investor rebalancing between cash and equity explains a significant amount of trade in mutual fund shares. The negative correlation of equities to metals suggests that this timing is not simply caused by liquidity concerns but rather by sentiment about the equity premium. To address the question of whether behavioral factors spread returns, the authors use the mutual fund flow factors in a Fama-MacBeth asset pricing framework. They find that the factors derived from flows alone explain as much as 45 percent of the cross-sectional variation in mutual fund returns. The fund flow factors provide significant incremental explanatory power in the cross-sectional regressions on daily returns. The authors consider a number of alternatives to explain their evidence, including causality from returns to flows and vice versa. The evidence is consistent with the existence of a pervasive investor sentiment variable.
Market Microstructure

Barclay and Hendershott examine the trading process outside of normal trading hours. Although their trading volume is small, after-hours trades are more informative than trades during the day and are associated with significant price discovery. Spread-related trading costs are also more than twice as large after hours than during the trading day. Barclay and Hendershott observe two separate trading processes for Nasdaq-listed stocks in the after-hours market: larger less informative trades are negotiated directly with market makers, and smaller more informative trades are executed anonymously on electronic communications networks. Although both trading processes are active after the close and before the open, the non-anonymous, liquidity-motivated trades are more prevalent after the close, and the anonymous, information-motivated trades are more prevalent before the open.

Edelen and Gervais model an exchange as a collection of specialists, each a monopolist who makes a market in a subset of the stocks listed on the exchange. They show that specialists can obtain net private benefits at the expense of the exchange by quoting a privately optimal pricing schedule. Conversely, a coordinated pricing schedule makes all specialists and customers better off. However, coordination requires a system of “monitor jog and punishment,” which can break down when information asymmetries between the exchange and the specialist are high. This breakdown can cause the specialist to seek a temporary halt to trading to alleviate unjustified punishment or can cause the exchange to halt trading to prevent the quoting of damaging, privately optimal pricing schedules. To test this theory, Edelen and Gervais use a sample of over 2,000 New York Stock Exchange (NYSE) halts and a proxy for the exchange-specialist information asymmetry. As predicted, they find a dramatic increase in estimated information asymmetry immediately preceding trading halts, which is far larger than the abnormal volatility or volume preceding the halt.

Christie, Corwin, and Harris study the impact of Nasdaq trading halts on prices, transaction costs, and trading activity. These halts, which stem from impending news, have a median duration of slightly less than one hour and produce a median absolute return of 5.5 percent. The authors find that the period after the halt is associated with unusually high volatility, share volume, and number of trades that are slow to decay. Transaction costs are also extremely high immediately after halts. In particular, inside-quoted spreads more than double after Nasdaq halts, decreasing to normal levels within 40 minutes. Overall, these results suggest that the price discovery process associated with Nasdaq halts may be inefficient.

The existence and enforcement of insider-trading laws in stock markets is a phenomenon of the 1990s. Of the 103 countries that now have stock markets, 87 have insider-trading laws, but in only 38 of them has enforcement — as evidenced by prosecutions — taken place. Before 1990, the respective numbers were 34 and 9. Bhattacharya and Daouk ask if this matters, because no study has yet documented empirically whether prohibitions against insider trading affect the cost of equity. They find that indeed it is the enforce-
ment, not the existence, of insider-trading laws that matters. The cost of equity in a country (after controlling for risk factors, a liquidity factor, and other shareholder rights) is reduced by about 5 percent if insider-trading laws are enforced, they conclude.

By estimating the location and magnitude of price discovery across three informationally linked stock exchanges, Harris, McInish, and Wood can detect trades that permanently move the markets. They argue that after coincident but unequal price changes in synchronous trades, discovery of the new equilibrium price occurs in that trading venue to which other markets error correct. Common factor estimation (Gonzalo and Granger, 1995) summarizes each market's proportion of the price discovery in this error-correction sense. Across the Dow Jones Industrial Average (DJIA) stocks in 1988, the average common factor weight for the NYSE (72 percent) closely matched its share of the trades. The centralized market was "information dominant." However, by 1992 the proportion of the price discovery attributable to the NYSE had declined precipitously for 27 of the DJIA stocks, averaging only 49.6 percent. The NYSE's share of price discovery recovered substantially by 1995. The authors' tests confirm that these changes in the location of price discovery over time are statistically significant.

Japan Project Meeting

Brewer, Genay, Hunter, and Kaufman examine the response in the stock market returns of Japanese commercial banks to the failure of four commercial banks and two securities firms between 1995 and 1998. They find that the stock market in general did respond to new information about the failures, and it did so rationally. Financially weaker banks were more adversely affected than healthier banks by the failure of other banks and financial institutions. This suggests that the Japanese stock market is more efficient, even for banks, than often perceived.

Bernanke argues that excessively tight monetary policy is an important factor inhibiting the recovery of the Japanese economy. Although it is true that additional open-market purchases would be of little help in the current zero interest-rate environment, there are several nonstandard approaches for "reflating" the economy that might be worth trying. These include large-scale acquisition of foreign reserves to depreciate the yen.

Using both quantitative data from national surveys and qualitative data from field research, Kato provides evidence on how Japanese firms used participatory employment practices during the economic slowdown of the 1990s and the recent financial crisis. Overall, he finds such practices to be enduring (except for small- to medium-size firms with no union where management seemed to try to weaken the role of employee participation). However, even for large, unionized firms, Kato sees a few early signs of trouble, which might eventually result in the breakdown of the participatory system if left untreated. For example, although the number of full-time union officials has been falling as a result of the continued
downsizing of the labor force, the amount of time and effort that union officials need to put into participatory employment practices has not been falling. This uncompensated increase in workload for union officials could lead labor representatives on joint labor management committees to become less prepared and less committed to the interest of the rank and file. Second, top management sometimes finds the participatory system to be detrimental to timely and efficient management and thus tries to streamline it. Overloaded union officials may offer less resistance to this type of management initiative. Finally, the current system tends to produce a gap between top union officials and their general membership in the quantity and quality of information acquired from management. It is conceivable that such a gap could result in the breakdown of the participatory system.

In 1993, the corporate bond market in Japan underwent a major change: the Financial System Reform Act allowed banks to enter the underwriting business by setting up securities subsidiaries. Hamao and Hoshi analyze yield differentials between issues underwritten by bank subsidiaries and those underwritten by securities houses. They show that investors discount corporate bonds underwritten by bank-owned subsidiaries because they suspect conflict of interest. Bank-owned subsidiaries, on the other hand, try to avoid this conflict by underwriting bonds intended for institutional investors and bonds issued by firms with weak main-bank ties. While investors' suspicions of conflict of interest may put bank-owned subsidiaries at a disadvantage with respect to incumbent security houses, this study suggests that an aggressive entry strategy on the part of bank-owned subsidiaries has offset the disadvantage so far. In light of the recent repeal of the Glass-Steagall Act, these findings will be of particular interest to observers of the changing nature of the securities business in the United States.

Hayashi asks whether there is a liquidity effect in the Japanese interbank market for overnight loans. If the reserve requirement is the only reason for banks to hold reserves, then the demand for reserves should be infinitely elastic at the overnight rate that is expected to prevail for the rest of the reserve maintenance period. If, however, reserves are also useful for facilitating transactions between banks, then the demand curve will be downward-sloping as a function of the overnight rate. If the demand curve is downward-sloping, not horizontal, at the observed level of reserves, then there is a liquidity effect. Hayashi's results indicate that the large injection of reserves by the Bank of Japan after the Yamaichi debacle was not enough to eliminate the liquidity effect. The evidence in this paper is consistent with the view that the Bank's desk behaved optimally before and after the Yamauchi debacle.
Both Ito and Krueger are NBER Research Associates in the Program on International Finance and Macroeconomics. Ito is also a professor in the Institute of Economic Research at Hitotsubashi University and currently on leave and serving as Deputy Vice Minister for International Affairs in Japan's Ministry of Finance. Krueger is the Herald L. and Caroline L. Ritch Professor of Economics, a senior fellow of the Hoover Institution, and director of the Center for Research on Economic Development and Policy Reform at Stanford University.

**The Impact of International Trade on Wages**

*The Impact of International Trade on Wages*, edited by Robert C. Feenstra, is available from the University of Chicago Press for $62.

Since the early 1980s, the U.S. economy has experienced a growing wage differential between low- and high-skill workers. Has international trade and labor market globalization devalued low-skill jobs? Has technological change increased the returns to high-skill jobs? This NBER Conference Report brings together new ideas and data sources to suggest other possibilities and to assess the specific impact of international trade on U.S. wages. It offers a thorough appraisal of the changes in the wage distribution, examining the continued effects of technology and globalization on the labor market.

The volume's editor, Robert C. Feenstra, is Director of the NBER's Program on International Trade and Investment and a professor of economics at the University of California, Davis.

**Capital Flows and the Emerging Economies: Theory, Evidence, and Controversies**


This NBER conference volume includes an introduction, nine papers, and eight commentaries divided into three sections: "Capital Flows to Developing Countries: Theoretical Aspects," "Cross-Country Evidence," and "Capital Flows to Latin America, Asia, and Eastern Europe."

Edwards is a Research Associate in the NBER's Programs on International Finance and Macroeconomics and International Trade and Investment. He is also the Henry Ford II Professor of International Economics at the Anderson Graduate School of Management, University of California, Los Angeles.

The papers in this volume focus on the microeconomic determinants and effects of foreign direct investment (FDI), the overall structure of FDI, case studies of individual countries, and placing these findings within the context of current economic theory. The book's introduction, 12 papers, and 24 commentaries are developed from materials presented at a conference in Osaka, Japan, in June 1998.
Currency Crisis

Currency Crises, edited by Paul Krugman, will be available in August from the University of Chicago Press for $47.

Currency crises occur when investors flee a currency in large numbers out of concern that it might be devalued (further), thereby fueling precisely the devaluation that they feared. Although there has been considerable experience recently with currency crises—including, for example, the Latin American debt crisis of the 1980s, the speculations on European currencies in the early 1990s, and the ensuing Mexican, South American, and Asian crises—many questions about their causes and effects remain to be answered. This volume, the result of a conference held in Cambridge in February 1998, investigates three such issues: What drives currency crises? How do we model government behavior? And, what are the actual consequences of these crises to the real economy?

Krugman is a Research Associate in the NBER’s Programs on International Finance and Macroeconomics and International Trade and Investment and a professor of economics at Princeton University.

Concentrated Corporate Ownership

Concentrated Corporate Ownership, edited by Randall K. Morck, is available from the University of Chicago Press for $62.

In most countries, ownership of corporations is concentrated in the hands of a few major stockholders, while U.S. and U.K. firms generally are widely held. This interdisciplinary volume, based on a conference held in June 1998, contributes to the current debate about the problems and opportunities associated with concentrated corporate ownership. There are 11 papers and discussions in the volume. It is divided into three parts: “The Origins of Ownership Structure,” “The Law and Concentrated Corporate Ownership,” and “Economic Effects of Concentrated Corporate Ownership.”

Morck is the Stephen A. Jarislowsky Distinguished Professor of Finance in the School of Business at the University of Alberta. He has published extensively on corporate governance.

Administrative Aspects of Investment-Based Social Security Reform

Administrative Aspects of Investment-Based Social Security Reform, edited by John B. Shoven, will be available in August from the University of Chicago Press for $38.

This NBER conference volume presents the first comprehensive analysis of the detailed issues involved in administering a system of private accounts as part of Social Security. Exploring the range of options, the contributors agree that the administrative costs of individual accounts could be significant, but that the implementation of a prudently designed system could lower those costs substantially.

The volume’s editor, John B. Shoven, is an NBER Research Associate in the Programs on Aging and Public Economics and the Charles R. Schwab Professor of Economics at Stanford University.
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This week's new papers are:

- **7703** Rosalie Liccardo Pacula, Michael Grossman, Frank J. Chaloupka, Patrick M. O'Malley, Lloyd D. Johnston, Matthew C. Farrelly: *Marijuana and Youth*
- **7704** Hilary Sigman: *The Pace of Progress at Superfund Sites: Policy Goals and Interest Group Influence*
- **7705** Jeremy C. Stein: *Information Production and Capital Allocation: Decentralization vs. Hierarchical Firms*
- **7706** Luigi Zingales: *In Search of New Foundations*
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<td>Michael Kremer</td>
<td>Creating Markets for New Vaccines Part I: Rationale</td>
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<td>Michael Kremer</td>
<td>Creating Markets for New Vaccines Part II: Design Issues</td>
</tr>
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<td>David Neumark, Mary Joyce</td>
<td>Evaluating School-To-Work Programs Using the New NLSY</td>
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<td>Institutions, Restructuring, and Macroeconomic Performance</td>
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<td>Debt Restructuring</td>
</tr>
<tr>
<td>7723</td>
<td>Paul M. Romer</td>
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</tr>
<tr>
<td>7725</td>
<td>Bennett T. McCallum</td>
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<td>Financial Crisis, Health Outcomes and Aging: Mexico in the 1980s and 1990s</td>
</tr>
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<td>Anna J. Schwartz</td>
<td>The Rise and Fall of Foreign Exchange Market Intervention</td>
</tr>
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